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Preface

In 1989 the “Handbuch der Vakuumelektronik” (Handbook of Vacuum Electron-
ics) was published in the R. Oldenbourg Verlag, München, Wien, edited by J. Eich-
meier and H. Heynisch. During the past 18 years considerable progress has been
achieved in the fields of vacuum electronic components, systems and procedures. In
the present book a group of 36 well-known experts from industry, scientific institutes
and universities report about the fundamentals, state-of-the-art, recent developments
and their own experiences in all important areas of Vacuum Electronics.

The operation of vacuum electronic components and devices is based on the mo-
tion of electrons or ions under the influence of electric, magnetic or electromagnetic
fields. Presently, research activities are concentrated on microwave tubes, especially
travelling wave tubes, klystrons, gyrotrons and cross-field devices; switching tubes
and vacuum relays; photomultipliers, image converter and image amplifier tubes;
vacuum and plasma panel displays; electron and ion beam systems; particle accelera-
tors; electron and ion microscopes; ion and plasma propulsion systems; light sources
and gas lasers; X-ray tubes; gas discharge systems; vacuum electronic systems for
semiconductor technology; and finally, vacuum technology and vacuum measuring
techniques.

Vacuum electronic components, systems and procedures are applied in informa-
tion, measuring and control engineering and also in high frequency, nuclear, plasma
and biomedical engineering. This book presents the current state-of-the-art of vac-
uum electronics in research, development and production. Its reader should have a
basic knowledge of electronics, especially the principles of vacuum electronics. It
may be a useful source of proper information for students of electrical engineering
and physics and also for engineers and physicists who develop or apply vacuum elec-
tronic components and devices in a variety of technological fields. The literature cited
is the most appropriate for further reading. All the chapters begin with a historical
note, and the references credit the scientists and engineers who were responsible for
major breakthroughs and advancements in the various fields of vacuum electronics.
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Microwave Tubes

G. Faillon, G. Kornfeld, E. Bosch, and M.K. Thumm

1.1 Introduction

1.1.1 Review of State-of-the-Art and Present Situation

For more than 60 years, microwave tubes are used in many applications as oscillators
and, in particular, as powerful amplifiers of electromagnetic waves at frequencies
ranging from about 300 MHz to several hundreds of GHz, with some even reaching
the 1 to 2 THz range.

A number of microwave tube types exist, classified on the basis of their operating
frequency and output power. At the same time, they may be divided into two general
categories: pulse wave tubes and continuous wave (CW) tubes. The power/frequency
relationships of the most commonly used microwave tubes are shown in Fig. 1.1.

Microwave tubes may be broadly used in three main areas of applications:

• radio, TV and telecommunications;
• radars and military systems (especially airborne);
• industrial, scientific, medical (ISM).

Even though microwave tube performance is generally described in terms of
power, efficiency and gain, other factors of specific and professional interests to each
user should also be taken into consideration: bandwidth, linearity, signal/noise ratio,
mode of propagation, tube and transmitter weight, reliability, etc.

1.1.2 Historical Development

One century ago, in 1904, Sir J.A. Fleming discovered the valve, or the diode,
immediately used to detect the electromagnetic waves recently demonstrated by
H.R. Hertz. In fact, the diode was the first vacuum tube, with a poor vacuum, al-
though vacuum. A few months later, in 1906, Lee de Forest has been inspired to
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Fig. 1.1. Peak and CW power of various microwave tubes vs frequency

add a 3rd electrode, and in that way the triode was born. After about 10 years of
tests and discussions, this new vacuum tube has been used as a very attractive ampli-
fier, which gave rise, in the 1920s, to a rapid expansion of the broadcasting and the
radio-links.

At the same time, research was carried not only to improve the triodes, but also
to consider other vacuum devices at higher frequencies. In 1920, H. Barkhausen in-
vented the retarding-field tube (or reflex triode), which can be regarded as the first
transit time tube. The magnetron has been discovered by A.W. Hull in 1921, followed
by E. Habann and A. Zacek. Twelve years later, K. Posthumous understood the oper-
ating principles of such an oscillator, and in 1939 H.A.H. Boot and J.T. Randall used
“klystron” type resonators for confining the RF fields. The introduction of the oxide
cathode with a high secondary emission coefficient was also a major improvement.
During World War II, the urgent need for high power microwave generators for radar
transmitters led to the development of the magnetron to its present state.

In 1953 W.C. Brown introduced the crossed-field amplifier (CFA), a magnetron
with an interrupted RF circuit to provide input and output connections. At the same
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time the backward oscillator (MBWO), or “carcinotron”, derived from the CFA but
with an injected beam and a specific delay line came into light on both sides of the
Atlantic Ocean. This oscillator offered the advantage to be electrically frequency
tunable over a very large band.

Nevertheless, neither the triodes nor the magnetrons were high frequency and
large gain amplifiers. In 1934–35, A. & O. Heil were the first scientists to imag-
ine the use of a periodic and localized electron velocity variation in order to get
bunches. After the registration of patents in 1937, Hahn & Metclaff and especially
R. & H. Varian gave the exact description of the multicavity klystron. The first proto-
type delivered ≈ 50 W at 3 GHz with a gain of 30 dB, and very soon 30 to 50 dB gain
1 to 10 GHz klystrons have been widely used, for instance, on radars and particle
accelerators. Born from the principles of this klystron and from previous studies on
electron reflectors free of microwave fields, the “reflex klystrons” made great strides
as local oscillators in radars.

The possibility of traveling wave interaction has been described in 1942 by
R. Kompfner, who developed the first TWT, one year later, using a helix as the de-
lay line. But the real starting development of the TWTs took place after 1946, when
J.R. Pierce made the theory of these tubes and gave solutions to suppress many par-
asitic oscillations. The coupled cavity TWT appeared in 1950. The evolution of the
TWTs is impressive, when we know that they are still nowadays used – in modern
versions – for many purposes.

From that time, and because of important military and civilian needs, the mi-
crowave tubes entered into their industrial period. Of course the R&D was strongly
going on, not only to improve the present devices and to replace them, according
the new user requirements – higher frequencies, longer lifetime, greater power and
bandwidth – but also to compete with the transistors and the solid state devices or,
especially now, to collaborate with them.

The last 40 years period can be characterized by the following main events [1]:

• Coaxial magnetron, frequency agility magnetron.
Mass production of magnetrons in the 1960s to provide the microwave ovens.

• Brazed and pressed helix TWTs, mainly used up to the 1980s in radar transmit-
ters and ground radio-links.
Variable pitch helix TWTs improving efficiency.
Gridded electron guns and introduction of the impregnated cathodes in the 1970s.
Then, development of TWT depressed collectors and radiating collectors.
From 1962 space TWTs are used on satellites.

• Tunable klystrons or TV and communications. 10% instantaneous bandwidth
klystrons. Inductive output tubes (IOTs).
Multibeam medium power klystrons, mainly used in soviet countries from 1960
to 1980.
Vapor cooled collectors, and 300 kV pulsed electron guns.
High efficiency (≥65%), pulsed power (tens of MW) and CW (≥1.3 MW) kly-
strons. Multibeam high power klystrons (MBKs) from 1995.
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• Recently born gyrotrons, which are the only tubes capable of delivering very high
power (MW) at very high frequencies (≥100 GHz).
In 1959, without knowledge of the astrophysicist R.Q. Twiss’s work, J. Schneider
in USA and A.V. Gaponov in Russia proposed an explanation for the amplifying
mechanism based on free electron gyro radiation. But the first successful exper-
iments took place in the 1970s and became really attractive in the 1980s, thanks
to the support of the thermonuclear fusion plasma community, especially in Eu-
rope. And now after having solved many severe technological problems, such as
the superconducting electromagnets and the sapphire or diamond windows, the
gyrotrons and the associated low loss overmoded waveguides or quasi-optical
transmission lines are manufactured and their development is still progressing.

From about 20 years, the market configuration is slowly changing and the require-
ments are now more specific, more severe and exacting, to the detriment of mass
production. Nevertheless, after the merging and the reorganization of many tube
manufacturers, the applications are mainly oriented as shown in Sect 1.1.

At the same time new research and developments are conducted in the direction
of better performance [1] as higher frequencies and greater power, but also towards
advanced technologies, such as the field emission and cold cathodes, nanotechnolo-
gies, compactness and optimization of the whole amplifiers.

1.1.3 Basic Operating Principles and Definitions

Basic Operating Principles

A microwave tube may be defined as an evacuated envelope (vacuum), inside which
an electron beam interacts with an electromagnetic wave [2, 3]. This interaction
means that the electrons of the beam give up a part of their kinetic or potential energy
to the electromagnetic wave, thereby generating or amplifying this wave.

Since it is relatively known how to generate and then to accelerate or, in other
words, to give energy to an electron beam – especially thanks to the high voltage
electron guns – the objective of this book is to go further and to present the physics
behind the interaction and the transfer of the beam energy to the electromagnetic
wave. Such a process involves several separate or simultaneous physical phenomena
as follows.

1. Formation and acceleration of an electron beam.
2. Periodic bunching of the electrons at a frequency f . This bunching is started

up by the RF input or drive power Pd in the case of an amplifier, or by the
electromagnetic noise in the case of an oscillator.

3. Deceleration of the bunches (or reduction of their relativistic mass) in such a
way that their kinetic or potential energy is converted into an electromagnetic or
a microwave energy at the frequency f .

4. Forwarding of this microwave energy outside the tube, which yields the tube’s
output power POUT.
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Characteristics and Definitions

To operate a microwave tube [4], the first step is to heat the electron-emitting cathode
by connecting the attached filament to a source of electric power PF = VFIF. Then a
power supply (P0 = V0I0) is connected between the cathode and the anode in order
to generate the required energetic electron beam, which will travel at a velocity v0,
carrying a current I0, given by the two non-relativistic expressions (the relativistic
ones will be given in the following pages)

mv2
0/2 = eV0, (1.1)

I0 = PV
3/2
0 , (1.2)

with P being a factor related to the geometry of the gun, called perveance.
A magnetic field is used to focus the beam [5]. This field is created either with

permanent magnet(s) or just by an electromagnet with a power consumption PFOC.
In the case of an oscillator, there is no RF input signal, and the tube directly converts
the beam energy to microwave energy at the frequency f . Let POUT denote the tube
output power. Then the overall tube efficiency is given by η = POUT/(PF + V0I0 +
PFOC), while the interaction efficiency is ηinteraction = POUT/V0I0.

The oscillation does not begin immediately with the application of the voltage
V0, but after a fluctuating starting time τ1, as shown in Fig. 1.2. Then, during the rise
time τ2, the output power increases up to the nominal level POUT. The frequency f

changes during this time τ2 and then stabilizes.
The power POUT is dependent on the anode current I0 and on the load impedance

ZL, as shown in the Rieke diagram of Fig. 1.2. A pushing ratio �f/�I0 and a pulling
ratio �f/�ϕL, measured at constant reflection coefficient from the load (or standing
wave ratio, SWR), characterize the frequency sensitivities of the oscillator tube. ϕL
is the phase of the load impedance ZL. It is sometimes useful to lock or to control the
oscillation frequency f by means of a controlling signal Pc < POUT at a frequency
fc (close to f ), which is injected into the tube via its output. For a given Pc setting,
the Adler relationship gives the total range of frequencies over which this frequency
locking is possible, �fmax = 2fc/Qx

√
Pc/POUT.

In the case of an amplifier, a microwave signal of power Pd, at frequency f , is
injected at the tube input and is then amplified up to POUT. The amplifier overall effi-
ciency is determined in practically the same way as for oscillators, η = POUT/(PF +

Fig. 1.2. Definitions: oscillators
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Fig. 1.3. Definitions: amplifiers

V0I0 +PFOC +Pd), and the interaction efficiency again is ηinteraction = POUT/V0 ·I0.
The ratio G = POUT/Pd is the gain, which is often written in decibels (dB) as
G = 10 log10(POUT/Pd). Usually, the POUT/Pd transfer curve (Fig. 1.3) shows an
almost linear relationship at low signal levels and a saturation part at large signals.
The bandwidth, generally measured at −1 dB, is defined on the basis of the vari-
ation of POUT versus the frequency, with Pd adjusted, at each frequency, to maxi-
mize POUT. The bandwidth can also be defined with Pd constant and, for instance,
adjusted to the value giving maximum POUT (Fig. 1.3).

The group delay τg = dϕ/dω represents the signal delay inside the tube amplifier,
ϕ(f ) being the phase shift between the input and the output. The influence of the
load impedance ZL is given by the Rieke diagram where the POUT(ZL) curves are
plotted.

Basic Physical Laws of E-Beams

Equation of Motion and Relativistic Corrections

The only non-negligible forces which influence electrons in microwave tubes dur-
ing their interaction with the RF wave are the electromagnetic Lorentz forces. All
other forces, e.g. due to its spin or the gravitation, are typically 11 or 16 orders of
magnitude lower, respectively.

From the relativistic equation of motion of a single electron

d(me·ve)/dt = −e(E + ve × B), (1.3)

me = m0√
1 − (ve/c)2

= m0(1 + V/Vn), (1.4)

ve = c

√
1 − 1/(1 + (V/Vn))2 (1.5)
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(with the charge e = 1.60 × 10−19 C, the relativistic electron velocity ve, the rela-
tivistic mass me, the rest mass of the electron m0 = 9.11 × 10−31 kg, the velocity of
light c, the acceleration voltage V and Vn = m0c

2/e = 511 kV, the acceleration volt-
age to produce the equivalent of one electron rest mass as relativistic mass increase),
we can easily conclude that the kinetic energy of an electron (or another charged
particle) can only be changed by the electric field E but not by the magnetic field B,
because the magnetic Lorenz force vector F L = −e(v×B) is perpendicular to both,
the velocity v and B, and because the scalar product of two orthogonal vectors is
always zero. Therefore, the energy transfer from an electron beam to a RF wave or
vice versa employs always only the electric field components of the RF wave and
space charge bunches

dEkin = F ·ds = −e(E + v × B)·v dt = −eE·v dt, (1.6)

where ds is the line path element along the trajectory. This does not mean that the
magnetic fields B are not very important. Conversely, magnetic fields are required to
maintain the focused beam properties, as we will see in Sect. 1.3.

Maxwell Equations

Since in a beam the number of electrons is far beyond the computation power of
modern computers, the particle picture can be replaced for many considerations by
the continuum theoretical approach of the Maxwell equations. Here the fields E and
B are self-consistently determined by the local charge and current densities ρ and
j , which themselves depend on a set of differential equations, boundary and start
conditions on the fields E and B. The Maxwell equations cannot describe localised
collision processes or even the passing of particles, which occurs in RF tubes close
to saturation. Nevertheless, they allow drawing helpful general conclusions and sym-
metry considerations and are also the platform for a lot of computer simulations and
modelling.

div E = ρ/ε0; Charge density is a source of E-fields; (1.7)

rot E = −δB/δt; Induction law; (1.8)

div B = 0; Magnetic field is source free, no magnetic

single poles; (1.9)

rot B = −μ0j + ε0μ0δE/δt (= −μ0 j for stationary beams). (1.10)

From the stationary Maxwell equations one can conclude that the electric and mag-
netic fields E and B can be derived from a scalar potential φ and a vector potential
A in the form

E = − grad φ, (1.11)

B = rot A. (1.12)
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Inserting these definitions into the Maxwell equations (1.7) and (1.10), one obtains
equations for those potentials defined by the space charge density ρ and the beam
current density j , respectively:

div grad φ = −ρ/ε0; Poisson’s equation (the Laplace equation for ρ = 0);
(1.13)

rot rot A = −μ0j . (1.14)

Since the influence of the beam current density j on the magnetic field can be in
most applications completely neglected compared to the externally applied magnetic
fields, the fourth Maxwell equation (1.10) reduces for the stationary case simply to

rot B = 0; For negligible current contributions

to B-field; (1.15)

B = −μ0 grad Ω; with B-field defined by scalar potential Ω; (1.16)

div grad Ω = 0; Magnetic equivalent to the electric

Laplace equation. (1.17)

In this case, like for the scalar electric potential φ, one can define a magnetic scalar
potential Ω , and (1.17) becomes the magnetic equivalent to the electric Laplace
equation (1.13).

Busch’s Theorem

As a direct consequence of Maxwell equations in axially symmetric (rotational sym-
metric) systems, the Busch theorem is very useful for the analysis of magnetically
focused linear electron beams (Fig. 1.4). It states a surprising conservation law, valid
along an electron trajectory, by saying that the sum of its angular momentum mevθ r

with respect to the z-axis and the magnetic flux Φ parallel to the symmetry axis
through a circle area with the trajectory radius r and multiplied by the factor e/2π is
a constant.

mevθ r + e/2π ·Φ = constant; Busch’s theorem, valid along trajectories

meθ̇ ·r2 + e
2π

Φ = constant; of charged particles in rotational

symmetric systems (Fig. 1.4).

(1.18)

Fig. 1.4. Illustration for Busch’s theorem in rotational symmetric systems
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Since the angular velocity is zero at cathode emission, according to the Busch the-
orem (1.18) the angular velocity vθ or θ̇ in S is just defined by the two flux values
ΦK, Φ and the radius r (with θ̇ = angular velocity around z-axis). There are a lot
of other applications for the Busch theorem. Some of them will be introduced in the
chapter on beam focusing.

Scaling Laws

Geometrical scaling of microwave tubes is often appropriate when an approved ex-
isting design at a given frequency f1 has to be transferred to a new frequency f2.

Since the tube dimensions scale with the RF wavelength λ or the reciprocal of
the frequency f , the tube scaling factor γ for all linear dimensions is

γ = λ2/λ1 = f1/f2; Scaling with frequency. (1.19)

Now the question arises how the electromagnetic properties of the tube have to
be scaled in order to get identical beam trajectories in the scaled coordinate sys-
tem x2?

The answer is obtained with the help of the Maxwell equations. It can be easily
shown by insertion that the Maxwell equations remain invariant in the scaled, new
coordinate system x2 when the following scaling laws are applied.

x2 = γ ·x1; Linear geometrical scaling of all dimensions in system

x1 with the factor γ in the

new coordinate system x2; (1.20)

E2 = γ −1·E1; Electric field; (1.21)

B2 = γ −1·B1; Magnetic field; (1.22)

φ2 = γ 0·φ1; Electric potential; (1.23)

A2 = γ 0·A1; Vector potential; (1.24)

j2 = γ −2·j1; Current density; (1.25)

I2 = γ 0·I1; Total current (from gun); (1.26)

P2 = γ 0·P1; Perveance P = I ·V −3/2. (1.27)

With the above scaling laws, we can easily understand why the power handling ca-
pability POUT of a given microwave tube design scales roughly with frequency f 2

or POUTf 2 = constant.
Let us assume a tube scaled with γ = 1/2 for the doubled frequency f2 = 2f1.

If all the electrode potentials are kept constant, also the total currents and power con-
sumptions are kept constant. But since the current densities are scaling with γ −2, we
get a 4 times higher thermal loading at the critical areas. Therefore, to maintain the
same material loading at the thermal material limits, the power handling capability
in the doubled frequency case is roughly only ¼. A reference for the topic of scaling
is given in [6].
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Beam Formation in the Electron Gun

First, we consider the emission of electrons at the cathode surface. Now mainly Ba-,
Ca-Aluminates impregnated dispenser cathodes are used. Since they are in detail de-
scribed in Chapter 10, we limit ourselves here to reproduce the emission laws of
this type of thermionic emitters described by workfunction φ and cathode tempera-
ture T .

Thermal Cathode Emission

In the temperature limited emission regime (all emitted electrons are drawn away
from the cathode surface), the saturated emission current density js is given by the
Richardson–Dushman equation (1911; Nobel Prize 1928)

js = A ∗ (1 − r)·T 2·e−φ/kT , (1.28)

where A = 4πem0k
2/h3 = 120 A/(cm2 K2), k is the Boltzmann constant and the

quantum-mechanical reflection coefficient r at the metal/vacuum surface is set to 0.
A more refined elaboration by Schottky includes the electric field E at the surface

and is called the Richardson–Dushman–Schottky equation

js = A ∗ T 2 ∗ e−φ/kT ∗ eKa∗E1/2

with Ka = (e3/4πε0)
1/2/kT .

(1.29)

Space Charge Limited Emission

Normally, due to space charge limitation the maximum emission current js is not
obtained during operation of a linear beam microwave tube. The gyrotron cathodes
only are operating in the temperature limited mode. The electron charges, emitted
into a certain volume, defined by the boundary conditions for the electrostatic poten-
tial φ, modify the potential distribution inside this volume. As a consequence, this
volume is transparent or perveant only for a limited current, the space charge limited
emission current. The following gives the space charge limited emission for a planar
diode configuration (Fig. 1.5):

Fig. 1.5. Planar diode configuration
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j0 = 2.335 × 10−6·V 3/2
a /d2; Child–Langmuir law for space charge

(1.30)limited current density in a diode;
I0 = F/d2·2.335 × 10−6·V 3/2

a ; Child–Langmuir law for total current;
P = F/d2·2.335 × 10−6; P = diode perveance;

F = diode area. (1.31)

It is important to note that this space charge limited current does not depend neither
on the cathode temperature nor the nature of the emitting cathode (workfunction φ),
but only on the applied voltage and the gun geometry; here is the diode distance d

and F is the diode area (see Figs. 1.6 and 1.7). The result (1.30) can be generalised
as

I0 = P ·V 3/2
a ; Child–Langmuir law for total current. (1.32)

We remind of the result of the scaling laws (1.27) that the perveance P remains
constant in case of a linear scaling in all dimensions.

Fig. 1.6. Cathode emission vs the square root of applied anode voltage. For sufficiently high
voltages the current is limited by the Richardson–Dushmann–Schottky saturation current

Fig. 1.7. Cathode emission vs the temperature. For low temperatures of the cathode the emis-
sion is in the temperature limited regime. At the so-called knee temperature the emission
becomes space charge limited and independent of temperature
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1.2 Klystrons

1.2.1 Klystron Amplifiers

Introduction

Klystrons are amplifier microwave tubes, designed mainly for use at high frequencies
from about 0.3 GHz to approximately 30 GHz. They are characterized by high gains
(around 50 dB) and high output powers:

• 3 kW CW tunable from 14 to 14.5 GHz with efficiency η = 40%,
• 60 MW with 4 μs pulses at 3 GHz (η = 38%),
• 1.3 MW CW at 352 MHz with η going up to 65%,
• 500 kW CW at 3.7 GHz with η = 45%.

However, almost all klystron instantaneous bandwidths are fairly limited.
In a klystron (Fig. 1.8), the main functions are separated, which means that de-

sign and technology factors can be optimized for each function. These functions are
the electron emission, the magnetical beam focusing, the electron bunching or the

Fig. 1.8. Klystron cross-section
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beam density modulation, the extraction of the microwave energy and, lastly, the
dissipation of residual energy.

Interaction in a Klystron: Modulations and Energy Extraction

Thanks to a high voltage −V0 applied to the cathode in regard the anode, a Pierce
type electron gun generates an electron beam which carries the current I0 = PV

3/2
0

according to (1.2) and which is maintained approximately cylindrical thanks to a
magnetic field Bz(z) over the entire length of the tube.

After leaving the anode, the electrons travel across the first cavity, or the input
cavity. This cavity is excited by the weak input signal Pd which is to be amplified
and whose frequency f is about f0, the cavity’s resonance frequency. This cavity
is designed to resonate at its fundamental mode TM110 (rectangular) or TM010 (cir-
cular) with a maximum electric field E1 at the center where the electrons pass [7].
Moreover, this electric field is increased by the fact that the drift tubes, placed on
both sides of the cavity, are reentrant (Fig. 1.9).

Electrons traveling across this narrow gap of the cavity are under action of the pe-
riodic electric field E1ejωt . They are accelerated for a half of period and decelerated
for the other half (Fig. 1.10). Consequently, the fast moving electrons from a given
half-period catch up with slow moving electrons from the preceding half-period, re-
sulting in the creation of electron bunches. In other words, the velocity modulation
produced in the first cavity creates a beam current modulation in the following drift
tube, which is expressed as Ib(z, t) [8, 9].

Fig. 1.9. Beam modulation along a klystron
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Fig. 1.10. Applegate’s diagram z(t)

A second cavity (Fig. 1.9) is then added at the distance L1 where the bunches
form. The beam current Ib(z, t) induces a current I2 in this cavity which gives rise
to a voltage V2 = Z2I2 (or an electric field E2) at the gap ends, Z2 being the cavity
impedance. On its turn V2 (or E2) gives rise to a new velocity modulation, generally
to an extent far exceeding the former modulation. Again, a third cavity is added at a
distance L2, etc.

The process is repeated at each drift tube and each cavity along the klystron, un-
til the last, or the output, cavity is reached where the bunches are very narrow and
dense. In this last cavity the very high induced current IN gives rise to the large cav-
ity voltage VN = ZNIN. Then the bunches are strongly decelerated by this voltage
VN (or EN) so that they are themselves generating. In that way, they give up a large
part of their kinetic energy to the electromagnetic field which builds up in this cavity
and maintains VN (or EN). This energy stored in the cavity yields the output power
POUT = V 2

N/2ZL routed to the load, through an iris or a coupling loop and a window
(Figs. 1.8 and 1.11). POUT represents the power Pd which is amplified by the kly-
stron. Typically, klystrons have four to six cavities, gains (POUT/Pd) of about 50 dB,
and interaction efficiencies (POUT/V0I0) of about 35% to more than 65%.

From the First to the Second Cavity

Assuming several simplifications, the relationship between V1 and Pd is given by

V 2
1 = 8

(
R

Q

)
Q(Q/Qx)Pd

[
1 + Q2

(
f

f0
− f0

f

)2]−1

(1.33)

with f0, the cavity resonance frequency, and f , the operating frequency [8, 9, 11].
Solving the equation for the movement of an electron entering the gap of the

cavity at a velocity v0 (1.1) yields the velocity v(d1) at the output of the gap,

v(d1) = v0

(
1 + M1V1

2V0
ejωt

)
, (1.34)

where t is the time when the electrons pass the center of the gap and
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Fig. 1.11. Equivalent circuit of a klystron cavity

M1 = sin

(
ωd1

2v0

)/(
ωd1

2v0

)
.

M1 is called the coupling coefficient. The electrons leave the cavity and travel in the
following drift tube at the velocity given by (1.34).

Due to the periodicity of the modulation (Fig. 1.10), their respective positions
change over time (some electrons bunch, other separate) and bunches form, once
per period. The velocity modulation caused by the first cavity therefore results in
electron spatial density modulation, i.e. current modulation in the drift tube. This
current along the z-axis is given by

Ib(z, t) = I0 + 2I0

∞∑

1

Jn(nX) cos n(ωt − ωz/v0) (1.35)

with X = M1·(V1/2V0)(ωz/v0), Jn = Bessel function, I0 = DC or average beam
current, and M1 given just above. Equation (1.35) shows harmonics. The first har-
monic (n = 1) maximum is 1.16I0 and is located at a distance z = L1 from the
center of the gap of the first cavity such that X = 1.84. The second harmonic (n = 2)
maximum is 0.96I0 and it is located at z = L2 such that X = 1.54 [8, 9]. The sec-
ond cavity is usually located near z = L1 where the electron bunches are strongly
formed.

Contrary to the first cavity entrance, both the electron velocity v(L1, t) from
(1.34) and the current Ib(L1, t) from (1.35) at the entrance of the second cavity
change over time and are time-modulated. The beam current Ib(z, t) travels inside
the gap (width d2) of the second cavity. Ib(z, t) is an instantaneous current along z

at time t .
Each electron induces a positive image charge in the walls at the ends of the drift

tubes and especially in the cavity. Thus, at time t , the current I2(t) induced inside
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the cavity is the sum of all the charges induced by the electrons in the gap at time t .
This can be expressed mathematically by stating that I2(t) is the integral of Ib(z, t)

from L1 to L1 + d2.
After calculations, I2(t) comprises the three main terms:

• I0, the average current, which does not interact with the cavity;
•

I21 = M2·Ib1ejωt (1.36)

with Ib1ejωt = the first harmonic of the beam current Ib(z, t) at L1 + d2/2 and
M2 the coupling coefficient given by (1.38) below;

•

I22 = jG0(V2/D2)[exp(−jD2/2)][cos(D2/2) − sin(D2/2)/(D2/2)] (1.37)

with G0 = I0/V0 and D2 = ωd2/v0. The voltage V2 induced in this second
cavity (between the ends of gap d2) is given further in the Sect. 1.2.1.

Behaviour of the Second Cavity

The coupling coefficients, for instance M2, are always <1 and express the fact that
the field E2 = −V2ejωt/d2 experienced by an electron is a function of time and
changes during the traveling of this electron through the gap.

Up to now, the above calculations assumed an ideal gap with imaginary grids [9].
If we now consider a real gap with the electric field extending inside the adjacent
drift tubes on the left and right and varying in both the axial and radial directions,
the general expression of M2 is given by

M2 = 1
∫ a

0

∫ ∞
−∞ E2(z, 0)r dr dz

∫ a

0

∫ +∞

−∞
E2(z, r)e

jωz/vr dr dz, (1.38)

where
∫ +∞
−∞ E2(z, 0) dz = V2.

The narrower the gap d and the smaller the radii a or b, the more M2 ap-
proaches 1, and only when D2 ≥ 1.2 rad and ωb/v0 ≥ 1 rad, M2 drops off to
any large extent. These factors determine the orders of magnitude of the gap d2,
the drift tube diameter 2b, and the electron beam width 2a, given that the filling
coefficient a/b ≈ 0.6 and that b and d2 are also related to the R/Q values of the
cavity.

I22/V2 looks like a conductance Ybl = Gbl + jBbl. This is known as the beam
loading conductance. A positive Gbl value means that an energy is taken from the
modulated electron beam, whereas a negative one means that an energy is given
to the electron beam. Gbl is at a maximum for D2 = π and becomes negative after
D2 = 2π . Thus, if a cavity has a gap such that D2 = (ωd2/v0) > 2π , Gbl is negative,
Gbl + Gc can be also negative, and an oscillation (known as “monotron” oscillation)
can occur. Gc is the conductance representing the cavity losses. ω = 2πf is related
not only to the operating fundamental mode of the cavity, but also to anyone of the
numerous resonances at higher frequencies.
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The expressions given above determine the equivalent schema for the second
cavity as for any of the other intermediate cavities. This equivalent schema is an
oscillating circuit, as represented in Fig. 1.11a, driven by the induced current I21 and
loaded by the “losses” conductance Gc and the beam loading conductance Ybl.

Space Charge

Up to now, we have neglected the space charge, i.e. the repelling force between
electrons which naturally tends to separate them, thereby hindering bunching. If we
disturb an electron beam in a state of equilibrium by moving an electron in relation
to the other ones, this electron is firstly repelled by its neighbours and then returns
to its position of equilibrium, which it overshoots, before turning back again towards
the equilibrium position, like a swinging pendulum. This movement takes place
within a beam moving at a velocity v0. The frequency of this oscillation phenom-
enon (known as the plasma frequency fp = ωp/2π) is given by ω2

p = (e/m)(ρ0/ε0)

with ρ0 = J0/v0, the beam charge density, and J0 ≈ I0/πa2, the current den-
sity [10]. Nevertheless, this expression is somewhat inexact because the true plasma
frequency fq must take into account the metal or conducting walls of the drift
tubes.

Taking the space charge into consideration, it changes the second term of v(d, t)

in the expression (1.34), which has to be multiplied by cos(ωqz/v0). Furthermore,
the expression (1.35) also changes when the space charge is included. X becomes

M1(V1/2V0)
ω

ωq
sin

(
ωqz

v0

)
.

At ωq ⇒ 0, this yields the original expression.

From the Second Cavity to the Output Cavity

The current I2 creates a voltage V2 = Z2(f ). I2 across the gap of the second cavity.
This voltage in turn modulates the velocity of the electrons, whereby this modulation
is not necessarily in phase with the preceding modulation but is considerably greater
in magnitude. In the drift tubes between cavities 2 and 3, the new velocity modulation
is transformed on its turn into a density or a current modulation (Fig. 1.10). This
iterative process continues until the addition of another cavity has quite no effect on
the modulation [9].

This last cavity is the output cavity and is characterized by a high degree of
coupling to the external load, that is the user’s device to which the tube is connected.
In practical terms, a loop or an iris is used for this coupling (Fig. 1.8).

The equivalent circuit presented above applies to all cavities, including the last
cavity which is coupled to the load (Fig. 1.11b and Fig. 1.11c). If we now assume
that the beam loading expression has no imaginary part (Ybl = 1/Zbl = Gbl) and the
load too (YL = 1/ZL = GL = 1/(R/Q)QL), this yields
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YN = (1 + 2jQN�)/(R/Q)QN (1.39)

with � ≈ (ω − ω0)/ω0 = (f − f0)/f0 and 1/QN = 1/Qc + 1/Qbl + 1/QL. Then

VN = IN/YN. (1.40)

Therefore, POUT can be written as,

POUT = 1

2
V 2

NGL = 1

2
I 2

NGLQ2
N(R/Q)2/

(
1 + 4Q2

N�2). (1.41)

This expression can be used to yield the gain G = POUT/Pd and the interaction
efficiency η = POUT/V0I0.

The methodology we have applied since the Sect. 1.2.1 shows how POUT can
be deduced from Pd throughout the formulae (1.33) up to (1.41). However, it is im-
portant to bear in mind that these expressions hold only at “weak fields or signals”.
As soon as Pd increases in magnitude (i.e. modulation increases), we are no longer
dealing with linear problems and the equation for POUT, as given by (1.41), becomes
more complex, and in fact, even ceases to be analytical. The nonlinearities are pri-
marily due to electron bunching and space charge forces.

This being the case, more complete and complex calculations are required, neces-
sarily drawing on computer processing power. In fact, computer permits us to analyze
considerably more than just the non-linear phenomena; it also allows us to incorpo-
rate radial movements (neglected in previous calculations), the 3D nature of certain
events, relativistic effects and reflected electrons. Schematically speaking, this in-
volves solving the electron movement equation for varying electromagnetic fields
and space charge fields.

Output Power Optimization

Most of the time klystrons use 4, 5 or 6 cavities. These cavities gradually increase
the RF beam current Ib, then IN and POUT, despite the space charge forces, which
become very disturbing when Ib is more and more large. At the same time, to op-
timize POUT, the velocity dispersion must be kept low, (v − v0)/v0 ≤ 10 to 20%,
in order to avoid reflected electrons from the output cavity. Therefore, the interme-
diate cavities are carefully frequency tuned to adjust the gap voltages in amplitude
and in phase and, at the same time, to control the RF beam current and the velocity
dispersion.

Some klystrons use a second harmonic cavity which resonates at a frequency
slightly lower than 2f0. Such a cavity is excited by the second harmonic of the beam
current and generates a voltage which reinforces the bunching and the efficiency.
This cavity is usually located after the second one, where the electrons are already
concentrated in a phase extension ≤π .

Due to the values of the impedance ZL, the absolute value of VN = ZNIN can ex-
ceed V0, which is the voltage corresponding to the average electron velocity. Were VN
to exceed V0, the electrons would be decelerated, but some would even be reflected
back towards the cavities and the cathode, which would generate beam interception
and lead to klystron malfunction or even permanent damage.
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The output cavity behaves at large signals like a current generator with an inter-
nal impedance R∗ around the operating point. Therefore, POUT is maximum when
ZL = R∗. Since the coupling iris or the loop transform the load impedance at the user
device (radar or transmitter antenna, accelerator structure) to the load impedance at
the cavity, these coupling devices have to be adjusted so that ZL = R∗, in order to
maximize the output power.

Klystrons Engineering and Technologies

This presentation of different steps of the interaction in a klystron allows us to un-
derstand the klystron structure which is designed around the electron beam on one
hand and the cavities and the drift tubes on the other hand.

From a technological point of view, as shown in Fig. 1.8, the constitutive ele-
ments of the klystron tube are:

• The Pierce type electron gun, especially with the high voltage insulator and the
cathode. The high voltage insulator is a cylinder made of alumina located be-
tween the anode and the cathode. Its dimensions are such that the DC electric
fields are smaller than the breakdown limit. The electron emissions from the
triple point are minimised thanks to a screen, called anticorona ring. The anode is
grounded for electrical safety reasons, explaining why the gun and the cathode
are usually raised to a negative voltage;

• The modulating cavities (usually frequency tunable in a factory);
• The last or output cavity coupled to the output waveguide thanks to a coupling

loop or iris;
• The output window(s) which is located in the waveguide(s) and which separates

the external atmosphere from the internal vacuum (≈10−8 Torr) inside the tube.
The drive power to be amplified is usually injected inside the first cavity through
a coaxial connection which is also vacuum tight thanks to a small input win-
dow;

• The collector whose function is to collect the electrons after their interaction in
the last cavity and to dissipate their remaining energy. Moreover, it must be able
to dissipate the whole electron beam energy, when Pd = 0 and then POUT = 0.
Therefore, it has to be efficiently cooled. The collector is usually at the same
potential than the body or the anode;

• The magnetic circuit including an electromagnet, or permanent magnet(s), and
the two pole pieces located near the anode and between the collector and the out-
put cavity. These pole pieces concentrate the magnetic flux to get the required
focusing BZ parallel to the axis (BR/BZ better than several ‰).

The vacuum is usually maintained thanks to a small ion getter pump. However, this
pump is not always necessary, because the beam itself has also a pumping function.
The accelerated electrons ionize the residual gases. Then the generated ions are elec-
trically attracted by the beam and slowly drained toward the cathode.
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1.2.2 Multibeam Klystrons

Limitations in the Increase of POUT in a Klystron

As explained in Sect. 1.2.1, the space charge forces are opposed to a perfect electron
bunching. These repulsion forces appear in the form of the plasma frequencies ωq or
ωp, which is proportional to the square root of the perveance P .

In a conventional klystron, the perveance of the beam is in the range 0.5 to
2.5 × 10−6 A V−3/2. A perveance P = 2.5 × 10−6 A V−3/2 is the practical limit,
beyond which the electron beams are difficult to be maintained fairly cylindrical and
to be focused without notable body interception. When the perveance is high, the
efficiency is low. At the same time the instantaneous bandwidth is enlarged to ≈5%
or more, instead of the usual 1 to 2%. This last point is explained by the high value
of the beam loading conductance Gbl proportional to PV

1/2
0 , which damps all the

cavities.
On the contrary, a perveance P = 0.5 × 10−6 A V−3/2 is the practical lower

limit under which the smallness of the current I0 dictates unacceptable high beam
voltages V0 and involves many electrical insulation difficulties on the tube itself and
on the whole transmitter or equipment. But the low perveances are favourable for
high interaction efficiencies because a strong bunching can be achieved.

In conclusion, larger output powers are obtained by increasing either the beam
current I0 or the high voltage V0. In the first case the perveance is important; the
efficiency notably decreases, but the instantaneous bandwidth is enlarged and the
limitations are the control and the focusing of the beam. In the second case the per-
veance is kept low; the efficiency is therefore high, but the main limitations are the
breakdowns and the practical use of high voltages.

The Multibeam Klystrons (MBKs)

The MBKs give the possibility to reach larger RF output powers with high efficien-
cies and, at the same time, acceptable high beam voltages, despite very high per-
veances. A conventional or one beam klystron (OBK) uses just a single electron beam
which travels along the common axis of the tube and the magnet. On the contrary,
the MBK, as shown in the Fig. 1.12, uses several (N ) electron beams which travel
all together through the same cavities, but each one has its own drift tube. Therefore,
each electron beam has a low current i0 giving rise to a high efficiency η. The whole
current Ni0 is important; then, for the same RF output power POUT = V0ηNi0, the
cathode voltage is modest and even small. For example, the number of beams is 6
or 7. The perveance of a single beam is about 0.5 to 0.6×10−6 A V−3/2 and the total
perveance P = Ni0V

−3/2
0 ≈ 3 to 4 × 10−6 A V−3/2. The interaction efficiency is

around 65%.
In comparison with a OBK, the cathode voltage V0 is usually reduced by ≈40%.

Consequently, the electrical fields E0 are decreased and the product E0V0 (kV2/mm),
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Fig. 1.12. Multibeam klystron cross-section (4 beams)

which interprets the breakdown occurrence, is also reduced by more than 50%, giv-
ing rise to the possibility of much more safe and reliable operations in longer pulses
or DC voltages.

The cavities are cylindrical. The RF resonant mode is generally the conventional
one, the TMO

010, and the re-entrant drift tubes, where the beams are passing through,
are concentrated around the axis [7], as shown in Fig. 1.13. The RF field pattern
allows, of course, an in phase interaction of each electron beam, but also high cou-
pling factors M between the electrons and the RF electric field E, despite a non-
negligible variation of E versus the radius and the possible influence of the RF mag-
netic field.

The overall high perveance of the electron beams increases the conductance of
the beam loading of the cavities. Consequently, the instantaneous bandwidths be-
come larger, by a factor of 5. Finally, the cavities are designed in such a way that
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Fig. 1.13. MBK cavity (7 beams)

the adjacent modes are very far from the operating one. The reason is to prevent
monotron oscillations (see Sect. 1.2.1), encouraged by the large whole beam cur-
rent Ni0.

The focusing of the electron beam is difficult because the beams axes are offset
and not identical with the tube axis, generating an important radial magnetic field BR.
Therefore, the electromagnet is equipped with specific multiple pole pieces. Between
those the axial field is nearly constant, and the relative radial components BR/BZ

smaller than a few ‰.
In short, the main characteristics of the MBKs are the significantly lower cathode

high voltages and the larger efficiencies and/or the broader bandwidths. The results
are:

• Smaller dimensions and size and reduced electrical supplies;
• Lower breakdown or arcing risks. HV insulation in air and less and less in oil;
• Less X-rays parasitic radiations;
• Better reliability.

However, the designer has to take into account the following two difficulties:

• Focusing and transmission of the N beams, N −1 of which (at least) being offset
in respect to the axes of the tube and the magnetic field;

• Elimination or damping of parasitic oscillations in the cavities, which can present
many high order modes.

1.2.3 Inductive Output Tubes (IOT)

In the lower part of the frequency spectrum, for instance around 500 MHz in the
TV bands, the ground transmitters are now equipped with Si and SiC transistors in
parallel. But the RF output power is limited to several hundreds of W. To achieve
much higher output power in the range of tens of kW, vacuum tubes are still used –
and for a long time – thanks to their proven reliability and great efficiency. The tubes
are triodes, tetrodes [11], klystrons and now mainly IOTs.

The gains of about 13 to 15 dB of triodes and tetrodes are very low. On the other
hand, the large size and the unpracticable frequency tuning of the TV klystron cav-
ities are not very attractive. That’s why a hybrid tube, the IOT, has been developed
about 20 years ago for the main use with transmitters operation in the 470–830 MHz
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Fig. 1.14. Inductive output tube (IOT)

range, at power of several dozen kW and gains of 20 to 23 dB compatible with solid-
state drivers.

IOTs represent a modification from conventional coaxial grid tubes towards a
linear beam structure close to the one of the klystrons, but with just one cavity
(Fig. 1.14). A Pierce type electron gun fitted with a cathode and a spherical mod-
ulation grid G1 creates a converging electron beam, with an average current I0, mod-
ulated by a periodic voltage VG at the microwave frequency f .

To avoid any malfunction, no microwave interaction must take place in the large
accelerating gap between the grid and the anode. This is why the gun is designed so
that no microwave energy enters this gap. Such an energy could come from the tube
outside or because of leakages from the coaxial cathode–grid resonator and from the
output cavity through the anode. Also, no oscillation may occur in this gap; therefore,
microwave resonances must be eliminated.

The electron bunches between the grid and the anode are accelerated by high volt-
ages VA going up to 30 kV or more, which is considerably higher that the 8–10 kV
limit of triodes. After the anode, the bunches are traveling across a klystron type
resonating cavity where much of their kinetic energy is transferred to a waveguide
or coaxial cable, in order to yield the output microwave power POUT. The process
is exactly the same as in the output cavity of a conventional klystron. It should be
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noted that a too high deceleration voltage in the cavity can reflect electrons towards
the cathode and damage the tube.

Finally, the remaining energy of the electrons is dissipated in the collector. Be-
cause the beam is short and don’t include any cylindrical part, the focusing is sim-
plified; just a permanent magnet around the anode is needed.

From a technological point of view, the most critical part is the grid gun, not only
because the grid is located very close (≈1 mm) to the hot cathode, but also because
the drive power Pd must be injected in the gun assembly which is raised to a high
potential of −VA ≈ −30 kV. This is done thanks to a coupling loop and RF traps
that are difficult to design. By the way we note that, in most of the tubes, the anode
is grounded for electrical safety reasons, explaining why the gun and the cathode are
raised to −VA.

Before to conclude it should be point out that:

• the presence of a grid close to the hot cathode and the design of the coaxial
resonator limit the operating frequencies to 1.5 GHz maximum,

• and the high voltage VA is practically limited by the necessary use of air – and
not of oil – to insulate the gun including the cathode–grid resonator.

Finally, IOTs are very attractive specific grid tubes operating below 1.5 GHz, at high
voltages of about 30 kV. The gains are around 22–23 dB and efficiencies around 55%,
for microwave output power of 10 to 100 kW.

1.3 Traveling Wave Tube (TWT)

1.3.1 Introduction

Looking back from the beginning of the 21st century to the history and evolution
of microwave tubes (as described in Sect. 1.1.2 of this book), we might wonder
why the TWT (Lindenblad, 1940; Kompfner, 1942), as the purest realization of
the microwave generation principle in electron tubes, was invented after the mag-
netron (A.W. Hull, 1921, to K. Posthumus, 1933) and after the klystron (R.H. &
S.E. Varian, 1937). The limited information exchange during the war might have
been the reason why the U.S. patent of Lindenblad [12] was not known by Dr.
Rudolph Kompfner, an Austrian refugee working on microwave tubes for the British
Admiralty, and why it took again years from their documented inventions of the TWT
principle to Kompfners publication [13] in 1946.

In fact, the TWT shows all the necessary elements for RF generation in a tube
in a pure, geometrically separated and physically subsequent form. Those elements
are electron beam formation and acceleration in an electron gun, power transfer from
the electron beam to the amplified RF wave in an interaction section and collection
of the decelerated spent electron beam in a collector. Additional elements are the RF
input and output couplers at the beginning and the end of the interaction section and
the magnetic beam focusing system.
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In contrast to its clear physical principle, the TWT employs the most challeng-
ing manufacturing technology amongst the microwave tubes. The necessity to focus
a high power density electron beam through a tiny helix with length more than 100
times the diameters ranging from 0.3 mm (60 GHz) to 4 mm (1.5 GHz) requests mas-
tering of very small tolerances between beam forming structures and the magnetic
focusing system. The fragile delay line structures limit the obtainable RF power com-
pared to the bulk resonator structures of magnetrons or klystrons. The difference in
technological maturity and power handling capability at time of TWT appearance is
shown in Table 1.1.

Though the basic difference in the power handling capability was remaining over
the years (see Fig. 1.1), TWTs have developed since that time, due to their excel-
lent linearity and broadband capability, to the major microwave amplifier used in
terrestrial and especially in space telecommunication. Other TWT applications are:
coherent microwave sources for radar surveillance and guidance systems, satellite
based Earth observation radars and as broadband Electronic Counter Measurement
(ECM) amplifiers.

1.3.2 TWT Design and Operation Principle

Figure 1.15 gives a cross-section through a permanent periodic magnet (PPM) fo-
cused electrostatic 4 stage collector TWT showing the essential functional elements.

Table 1.1. Output power and application of early C-band magnetrons, klystrons and TWTs
around the time of first industrial production of TWTs. Data are from [14–16] for magnetron,
klystron and TWT, respectively

Parameter Magnetron Klystron TWT
Year 1942 1949 1952
Manufacturer Western Electric Stanford University, Var-

ian
STC

Type WE 718 Mark III
Application Radar Linear Electron Accelera-

tor
TV, Ground Link
Communication

Frequency 2.7–2.9 GHz 2.85 GHz 3.6–4.4 GHz
Output power 193 kW, pulsed 12 MW, 1 μs pulses 2 W, CW

Fig. 1.15. Cut through a PPM focused, electrostatic 4 stage collector TWT
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Fig. 1.16. Electric circuit of a CW-TWT with double stage collector

Figure 1.16 provides the electrical circuit needed for its operation (only 2 collector
stages are shown). A vacuum envelope, comprising the electron gun, the RF inter-
action section and the collector is evacuated to the 10−9 mbar range. Metal/ceramic
brazing technology is used for the electrical feed-through to the electron gun and
collector and for the windows at RF in- and output. In the further description we
follow the electrons from emission to collection.

Electric Circuit and Electron Gun

To emit the electron current IK from the cathode surface, a thermionic cathode is
heated to its operating temperature TC of about 1000°C brightness by a filament
power supply which provides filament voltage VF and filament current IF on a neg-
ative cathode potential VK = −VH. Application of positive voltages VG2, VH, VC1,
VC2 let the electrons flow through the vacuum to the respective electrodes and from
there in closed circuits through their respective power supplies back to the cathode.
Looking closer, they first form an accelerated electron beam which is focused by a
PPM focusing system through the helix and is mainly collected by the collector elec-
trodes. The kinetic beam power Pbeam = IK·VH of the accelerated electron beam en-
tering the delay line section at ground potential had to be spent as potential power by
the various electrode power supplies when pumping the negative charged electrons
from their electrode potentials VG2, VH, VC1, VC2 to the negative cathode potential
VK = −VH. Thus the major power supplies are the collector power supplies because
anode and helix supplies have to provide only very small powers PG2 = IG2·VG2 and
PH = IH·VH due to the small interception currents IG2 and IH.

The electron beam entering the delay line is formed by the electron gun optics to
a small diameter electron beam characterized by the area beam convergence factor
CF as the ratio of cathode surface to beam cross-section area. For various TWT
applications CF can vary in the range 1–100. For very good beam focusing properties
CF should be maintained below around 30.
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Focusing System and Delay Line/RF Interaction Section

The delay line, as the structure with the largest interface to the TWT environment,
is kept on ground potential. This has the advantage that the interception current IH
with the electron beam, which needs to be controlled in safe operational limits, can
simply be monitored on ground potential. Here the subscript “H” reminds of “helix”,
the RF delay line used in many TWT designs. To avoid the interception with the
delay line due to the repulsive radial space charge forces in the beam, compensating
magnetic forces have to be introduced by a focusing system. Constant axial fields
produced by solenoids or periodic fields created by alternating permanent magnets
can be used. Sufficient details of the focusing concepts will be discussed later in
Sect. 1.3.2.

The RF power P1 is fed through the RF input window to the delay line. It travels
on the delay line with reduced phase velocity vp approximately equal to the velocity
of the electrons in the beam. Interacting with the electron beam, the RF wave gets
amplified towards the output to the RF power P2. Normally, the delay line is divided
into an input and output section to limit the gain in each section. At the centre sever
of the delay lines the RF wave is attenuated to avoid reflections and oscillations in
the sections.

The maximum RF gain can be obtained when the electrons are slightly faster
than the RF wave. At that condition the phase velocity is equal to the moving elec-
tron density bunch vbunch which is forming in the decelerating phase of the RF wave.
It is the velocity of the slow space charge wave on the electron beam moving back-
wards with the velocity −vsc or, looking from outside, with the velocity ve − vsc.
Thus

vp = ve − vsc = vbunch (1.42)

is the fundamental synchronism condition of a TWT. The understanding of this
interaction and RF amplification process can be enlightened by the following
everyday observation. Assume that electrons, moving across the decelerating and
accelerating phases of the RF field, behave like a steady stream of cars moving over
a hilly highway. On the uphill side the cars become decelerated and the car density
becomes higher. The opposite occurs on the downhill side. Thus we create a bunch-
ing of cars on the uphill side, which can remain with time at the same hillside position
even when the single cars move over the hill. Back in our electron picture this means
that the electron bunch remains and growth for some time in the same decelerating
phase with respect to the RF wave. Due to deceleration of bunch electrons, resulting
in a growing of bunch space charge density and thus growing of RF current, a max-
imum amount of kinetic electron energy is at this synchronism condition transferred
to the amplified RF wave. Thus at ideal synchronism we get the maximum power
gain of the TWT. A quantitative approach to the beam/RF interaction process was
given by Pierce, see Sect. 1.3.3.

At the end of the delay line we find: (a) an amplified RF wave with power P2 cou-
pled via the RF output coupler to a load, and (b) a decelerated spent electron beam
with a wide electron velocity spectrum. Depending on the interaction efficiency, the
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beam has still about 65% to 95% of its initial kinetic power left, which can be recov-
ered up to approximately 80% in the electron collector.

To support the understanding of the interaction physics further, it is mentioned
here that a linear accelerator (LINAC), which transfers power from a propagating
RF wave to a stream of charged particles (e.g. electrons), can be understood as an
inversed TWT. To accelerate electrons in a growing bunch, it requests for its optimal
operation the coupling of the RF wave to the fast space charge wave on the particle
beam, and thus the LINAC synchronism condition is given by

vp = ve + vsc = vbunch. (1.43)

That means, in a LINAC the RF wave has to be faster than the charged particles
(e.g. electrons) in order to maintain synchronism with the growing bunch during
acceleration of single particles in the bunch. In other words, the accelerating phase
of the wave front densifies the slower moving single particles in a growing bunch
moving with the RF phase velocity.

Having this inversion in mind, we might wonder again why the TWT was in-
vented only in 1942, because the LINAC principle was described already in 1924 by
Gustaf Ising, a Swedish physicist, and it was built already in 1928 by the Norwegian
engineer Rolf Wideröe.

Collector

The first TWT collectors built were like klystron collectors, single stage collectors
on ground potential (VC = VH). At the grounded collector electrode the current loop
is closed for the dominant portion IC of the electron beam current Ibeam. Since the
spent electron beam entering the collector carries still a lot of kinetic power, this
power is thermally dissipated when the electrons hit the collector walls. Now we
want to know this dissipated power PC,diss.

Assuming that the generation of the RF power P2 has slowed down only the
electrons entering the collector, we can write, because of conservation of energy for
the dissipated power in the single stage collector,

PC,diss = IC·VC − P2, (1.44)

where P2 is the RF power (fundamental and harmonics) created in the delay line
circuit. The goal of TWT designers is to reduce all losses, but due to its dominance
especially the collector losses. According to (1.44) this can be done for a given out-
put power P2 in two directions: first, by reducing the beam current and thus the
collector current IC required to produce the output power P2, which needs improve-
ments of the beam to RF interaction in the delay line section; second, by reducing the
collector voltage VC with respect to the cathode. This collector voltage depression
is possible as long as the slowest electrons in the spent beam entering the collector
have sufficient kinetic energy Ekin,min to arrive at the electric potential of the collec-
tor surface,

Ekin,min > |e·(VH − VC)|. (1.45)
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Here e is the elementary charge of the electron. In modern space application TWT’s
a depression ratio up to (VH − VC)/VH = 0.55 can be obtained. Since for a constant
pitch helix the beam power efficiency η0 is about 13%, it was a breakthrough, when
H. Wolkstein [17] reached in 1958 with a single stage depressed collector TWT 30%
efficiency.

Similar consideration can be made when i collector stages are introduced to fur-
ther decelerate the fast electrons in subsequently depressed collector voltage stages.
In the formula (1.44) the term IC·VC, the electric power provided by the single stage
power supply, can be replaced by the much smaller sum over the electric power sup-
ply stages i, and the dissipated power in a multi stage collector becomes

PC,diss =
∑

i

ICi
·VCi

− P2, (1.46)

Ei,kin > |e·(VCi
− VCi+1)|. (1.47)

In (1.47) the entrance condition for the residual kinetic energy of electrons in stage i

is related to the increase of potential energy of electrons entering the stage i + 1.
An exotic extreme with 10 depressed collector stages was reached by Neuge-

bauer and Mihran [18] in 1972. It allowed increasing the efficiency of a certain
klystron from 54% (single stage) to 70.9%. In modern space TWTs the best com-
promise between efficiency improvement and complexity is found in the range of 3
to 5 depressed collector stages depending on the width of the spent beam velocity
spectrum. There, with 4 collector stages a total TWT efficiency up to 74% can be
obtained.

1.3.3 TWT Physics

After the qualitative introduction to the TWT concept and its global DC-power op-
eration, we give in here a basic description of the TWT physics and a deeper re-
view of the TWT components. For a detailed study additional textbooks are required.
Amongst others, the three English language books [6, 19, 20] are recommended.

Pierce Electron Gun for Space Charge Limited Beams

The Pierce electron gun starts a beam from a cathode surface which is larger than
the final beam cross-section in order to keep the cathode current density in the or-
der of a few A/cm2, and thus the required operating temperature as low as possible.
As Fig. 1.17 shows, this can be obtained with a spherical concave shaping of cath-
ode surface. The equipotential lines are concentric, and the electron trajectories start
perpendicular on those from cathode surface.

The perveance of such a Pierce gun can be analytically approached by the model
of a conical segment of a spherical diode as calculated by Langmuir and Blod-
gett [21]. Here we limit ourselves to show in Fig. 1.18 the dependence of the gun
perveance on the geometrical properties.
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Fig. 1.17. Launch of an electron beam in a modified Pierce optic electron gun

Fig. 1.18. Perveance P of different electrode configurations measured in A/V 3/2. The
Wehnelt (Pierce) electrode is kept on cathode potential in all cases. The perveance increases
with smaller cathode to anode distance and larger half-cone angle θ (width of cathode)

Now computer codes allow to calculate the perveance and the electron trajecto-
ries of all wanted gun geometries.

Beam Focusing Over Delay Line Length

Before dealing with the external measures to focus an electron beam, we look to the
self-forces acting on the beam due to its charge and current density.

Repulsive Space Charge and Attractive Magnetic Forces in a Beam

For a uniform cylindrical beam with uniform axial velocity v, it can be shown that
the radial forces at radius r on a charged particle are given by
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Fig. 1.19. Electron distribution and space charge potential using XOOPIC, a 2.5 dimensional
particle in cell code developed by the Berkeley University in California. Simulation parame-
ters: Ibeam = 110 mA, Vbeam = 7.5 kV, rbeam = 0.25 mm radius beam rtube = 0.5 mm radius
grounded tubing

Fsc = Qe/(2πrε0); outward radial space charge force; (1.48)

Fm = Qeμ0v
2/(2πr); inward radial magnetic force, (1.49)

where Q is the total charge per unit length inside the radius r .
Inserting the physical identity ε0μ0 = 1/c2 into the ratio of both self forces one

simply obtains
Fsc/Fm = c2/v2. (1.50)

Above equations have two noteworthy consequences:

• The radial outward space charge force is dominating the magnetic pinching effect
for all beam velocities, since v < c. But, there can be the exception that positive
ions are neutralising the electron beam space charge which then can lead to a
dominance of the contractive magnetic self force. (Example: vacuum switches,
there this destructive effect is counteracted by an applied axial magnetic field.)

• At the inner edge of a cylindrical hollow beam the inside charge Q is zero, thus
electrons on the inner radius of a hollow beam do not see a radial space charge
force!

Universal Beam Spread

In Fig. 1.19, we plot the beam expansion and potential depression of an unfocused,
typical beam required for a 200 W Ku-band TWT in a grounded tubing with 1 mm
diameter and 20 mm length. We see that within 1 cm length the beam would expand
to hit the inner diameter of a helix. The potential depression at the origin is −45.6 V
and reduces due to the beam expansion.

Magnetic Focusing

Inserting the same beam into an axially constant magnet field with Bz = 0.33 T, as
it could be produced by a solenoid, we get a beam with a small so-called scalloping
ripple, as seen in Fig. 1.20. The potential depression is now almost uniformly 45.8 V.
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Fig. 1.20. Particle in cell simulation of a 110 mA, 7.5 kV, 0.25 mm radius beam in a 0.5 mm
radius grounded tubing as simulated with XOOPIC, in a homogeneous magnetic field with
Bz = 0.33 T

Fig. 1.21. Particle in cell simulation of a 110 mA, 7.5 kV, 0.25 mm radius beam in a 0.5 mm
radius grounded tubing as simulated with XOOPIC in a PPM magnetic field with 0.33 T peak
field

Figure 1.21 shows the overlay of scalloping and PPM ripple period (7 mm magnet
period) for the same beam and a periodic peak field of 0.33 T. In comparison to
the uniform magnetic field case, we recognise a much stronger beam ripple due to
the overlay of scalloping and magnetic field periodicity with a pronounced potential
variation on the axis of 16 V compared to 3 V, respectively. Note: The potential traps
along the axis can cause ion oscillation phenomena by ionisation of residual gas in a
TWT. In practical life, small disadvantages of a PPM magnet system are more than
compensated by large savings with respect to mass, power, reliability and interface
complexity.

Brillouin Flow

There is only one special case, known as the Brillouin flow, without any beam and
potential ripples. A straightforward derivation from the Busch theorem gives the Bril-
louin flow field BzBr as function of beam current I , beam voltage V or electron ve-
locity ve and beam radius a:

BzBr =
√

2 · I

ε0 · π · a2·ve
· me

e
,

BzBr

Vs/cm2
= 8.3 × 10−6 (I/A)1/2

(
a

cm

)(
V

V

)1/4
.

(1.51)
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Fig. 1.22. Envelope of an electron beam with a “golden edge trajectory” from cathode sur-
face into the PPM focused interaction region of a typical Ku-band space TWT. Parameters
of the modified Pierce gun are: I = 150 mA, V = 7.5 kV into a φ = 1 mm, • grounded
tunnel, Bpeak = 0.325 T. (Simulated with 2D-gun program and visualised with virtual re-
ality shareware code by W. Schwertfeger, TED, Ulm. Different relative scaling, r = 8 × z

direction)

Fig. 1.23. PPM magnet stack with Fe-pole pieces and nonmagnetic spacers braced to a tight
vacuum envelope

Equation (1.51) is used as a design rule for TWT magnet systems: the peak PPM
magnetic field should be 1.2 to 2 times the Brillouin field to guarantee a save focusing
of an electron beam over the interaction length of a TWT.

Another design rule, the focusing stability requirement, is valid for the length of
the magnetic field period lm in a PPM system:

lm ≤ 418 · V

B2
zBr

· me

e
. (1.52)

Figure 1.22 visualises the helical movement of the electrons in the PPM focused
beam. A technical realisation of a PPM focusing system is sketched in Fig. 1.23.

Delay Line System and RF Interaction

Types of Delay Lines

Depending on the application and power level, several types of delay lines are used:

• Helix; low power, very broadband (up to several octaves), needs ceramic sup-
porting rods.
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Fig. 1.24. a Helix delay line: the pitch angle ψ defines the RF phase velocity vp = c· tan ψ =
c·2πa/p, c = speed of light, p = axial pitch; b Double helix delay line

Fig. 1.25. a Ring and bar line; b Interdigital or comb line; c Coupled cavity line

• Counter wound double helix; suppresses backward wave oscillations (due to me-
chanical complexity scarcely used), needs ceramic supporting rods.

• Ring and bar line; suppresses backward wave oscillations, needs ceramic sup-
porting rods.

• Interdigital line; rugged and compact delay line for high power high frequency
TWTs, reduced bandwidth.

• Coupled cavity; low bandwidth, high power capability.

Figures 1.24 and 1.25 give a survey on the major types.

RF Input and Output

Depending on the delay line concept, several configurations for the RF input and
output are known. We give in Fig. 1.26 only two examples for waveguide windows,
as used, e.g. for a coupled cavity TWT input, and a coaxial feed through, as often
used for low power helix TWT input and output.

Small Signal Theory (Pierce)

At the time Pierce developed his TWT theory, the Eulerian approach was the only
success promising approach. It treats the electron beam as a charged fluid, charac-
terised by a current I with beam velocity v0 or beam voltage V0 and the space charge
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Fig. 1.26. Left: waveguide input transition with a Chebyshev step transformer for matching.
Right: coaxial output transition from a helix with coaxial matching and λ/4 ceramic window
for the vacuum seal

Fig. 1.27. Equivalent transmission line model for a helix delay line

bunches as an AC current i propagating with the same frequency as the RF wave.
As indicated before, this approach is limited to the small signal behaviour of the
TWT because saturation effects cannot be treated. The ingenious concept of Pierce
combined this Eulerian view of the electron beam with the replacement of the delay
line as propagation structure by an equivalent transmission line model consisting of
distributed inductances L and capacitances C, as shown in Fig. 1.27.

As a result of his derivation, he obtained a fourth degree equation for the wave
propagation constant β which is known as the so-called determinantal equation

0 = 1 + βe

(β − βe)2
· β2βc

(β2 − β2
c )

2C3, (1.53)

C3 = I · Z

4V0
, (1.54)

where C is the Pierce parameter. It has four roots corresponding to (1.55)–(1.57),

β1,2 = βe + βeC/2 ± j
√

3βeC/2; Solutions for exponentially

increasing and decreasing

slow waves; (1.55)
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Fig. 1.28. The four waves propagating along the delay line of a TWT

β3 = βe(1 − C); Solution for a fast forward

wave with constant amplitude; (1.56)

β4 = βe(C
3/4 − 1); Solution for a fast backward

wave with constant amplitude. (1.57)

The meaning of the solutions becomes clear by reminding that the waves vary pro-
portional to ej(ωt−βz). Figure 1.28 sketches the four solutions. Considering only the
exponentially increasing solution, we get from (1.55) the linear power gain G over N

wavelengths of the TWT in dB

G = 10 log 10e
√

3πCN = 47.3 · CN. (1.58)

To satisfy the boundary conditions when launching the four waves at the tube en-
trance, one gets an additional so-called distribution loss, and (1.58) becomes

G = −9.54 + 47.3 · CN, (1.59)

which is the total linear power gain of the tube with distribution loss. It should be
mentioned here that above solutions are not limited to helices, but are valid for
all type of delay lines when introducing their respective equivalent circuit proper-
ties.

Cutlers Beam and RF Signal Characterization up to Saturation

A great improvement in the understanding of the nonlinear behaviour of the TWT
was reached when Cutler [22] published his test results on RF circuit voltage (dashed
line), beam velocity (solid line) and beam current (vertical width of shaded area) at
the TWT output relative to the undistorted signal phase as function of drive level
(see Fig. 1.29). His findings for the 15 drive conditions from −22 dB input back off
to +9 dB overdrive level are interpreted as follows. With respect to the circuit volt-
age, one can define an acceleration and a deceleration zone for the beam electrons.
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Fig. 1.29. Results of Cutler experiment in 1956

Due to the acceleration or deceleration we find the relative velocity vr of the elec-
trons to be increased between acceleration and deceleration zone and smaller than
zero in the other regions. Also, we see that vr starts to become double-valued for
drive levels larger than 14 dB input back off because some electrons are reflected
back from the deceleration zone into the acceleration zone. The amount of beam
current (shaded area) is larger in the deceleration zone till saturation, where the elec-
tron bunch in acceleration zone becomes about equal due to decelerated electrons
moving into this zone. Two bunches in one period means that a harmonic frequency
wave has been created on the circuit. This reaches its maximum after saturation.
At higher overdrive level, the electrons are smeared out again more uniformly over
the relative phase. If one makes a vertical cut through the electron velocity body
and integrates that over various relative phases, one gets the electron velocity spec-
trum at the tube exit as a function of drive. This exit velocity spectrum is entering
into the collector and plays an important role for the total efficiency of the TWT as
we will see in the next section. Here, it can be summarised that most of the elec-
trons are decelerated, but few of them are accelerated compared to the start veloc-
ity v0.

Large Signal Theory (Rowe) and Simulation Results

It is not space enough to report on the numerous theoretical approaches which deal
with the nonlinear effects occurring closer to saturation drive of a TWT or even in
overdrive. It should be sufficient to refer the reader to the compendium of Rowe [23]
and to declare that no analytical solutions exist for the large signal operation of
the TWT. The theoretical approaches are mainly based on the Lagrangian concept
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which treats the electrons as particles or as representative particles and which allows
multi-valued velocity distributions of electrons at a given space or phase location.
Still today, fully 3-dimensional numerical simulations are too heavy for useful de-
sign work. A lot of 2.5-dimensional codes (2-dimensional axially symmetric elec-
tric and magnetic fields and 3-dimensional movement of representative electrons)
(layers and shells of electrons, or statistically distributed “heavy electrons”), are
providing reliable design information on gain, output power, nonlinear phase shift
and even intermodulation distortions as a function of input drive and frequency as
well as the trajectories of the representative electrons in the real space and phase
space. As an input information to the code, they need from the delay line side only
the coupling impedance K(f, r, z) as a function of frequency, radius and position,
the phase velocity vp(f, z) as a function of the frequency f and the axial posi-
tion, the RF attenuation α(f, z) as a function of the frequency f and the axial posi-
tion.

For the beam, the representative charge ρ(r, z0) and current density j(r, z0) in-
formation is required at the entrance z0 of the delay line. Figure 1.30 gives for a
modern Ku-band space TWT the simulated relative phase of the electrons, being
uniformly distributed over 2π at the delay line entrance, the outer electron beam di-
ameter and the small signal and saturation drive gain over the length of the delay
line.

For Fig. 1.30a we note the crossing of electrons approaching saturation at the
very last centimetres before the delay line end. From Fig. 1.30b we see again the
magnetic ripple on the beam and the moderate increase of the beam radius as the
electron velocity slows down close to the exit. From Fig. 1.30c we recognise the in-

Fig. 1.30. a Applegate diagram of electrons (relative phase with respect to RF wave); b Outer
diameter of electron beam inside delay line; c Small signal (crosses) and saturation (circles)
gain along tube axis
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sertion loss at the delay line entrance, the extended sever region where RF power is
transported by the electron beam and the difference between small signal and satura-
tion gain of less than 5 dB, which is important for excellent linearity characteristics
of the tube.

Electron Beam Collector

Collection of an Electron Beam with Distributed Velocities

Figure 1.31 shows a typical velocity spectrum of a highly efficient Ku-band space
TWT at saturation drive as a cumulative distribution function. It gives on the ordinate
the amount of the current ratio I/I0 which has a higher axial velocity than that cor-
responding to the reference acceleration voltage given on the abscissa. The original
zero drive velocity distribution corresponds to the depicted rectangular distribution
(all electrons have uniform velocity corresponding to helix voltage of 6250 V). The
shaded areas correspond to the recovered power Precover in the collector if the re-
spective current contributions are gathered at their corresponding reduced collector
potentials of a multistage collector.

Potential Depression in an Ideally Focused Cylindrical Beam

Assume an ideally focused cylindrical beam with I = 110 mA in a metallic tube
at potential φ(b) = 0 with the mono-energetic beam voltage corresponding to the
negative cathode potential φc = −7500 V, as shown in Fig. 1.32. With the beam
velocity

vz = (2η(φb − φc))
1/2, (1.60)

Fig. 1.31. Typical velocity/energy spectrum of the spent beam at the collector entrance
and recovered power proportions (shaded area) of a Ku-band TWT with VH = 6250 V,
VC1 = 3250 V, VC2 = 2500 V, VC3 = 1750 V and VC4 = 450 V with respect to cathode.
The collector efficiency is represented by the ratio of the shaded area to the total area below
the spent beam distribution curve
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Fig. 1.32. Cylindrical electron beam of radius a in a tube with radius b and potentials φ(0) at
the beam centre, φ(a) at the beam edge and φ(b) at the grounded tube

Fig. 1.33. Focused beam with voltage φbeam entering a collector iris at a reduced collector
potential VC

we write the approximately valid analytical formulas for the depressed beam poten-
tial:

φ(a) = φ(b) − I · ln(b/a)/2πε0vz; Potential at beam edge;
(1.61)

φ(0) = φ(b) − I ·(ln(b/a) + 1/2)/2πε0vz; Potential at beam centre.

(1.62)

It is quite satisfying that the results for the potential depression at the beam edge and
the beam centre, φ(a) = −26.7 V and φ(0) = −45.9 V, is in agreement with those
from the particle in cell code XOOPIC simulation (see Figs. 1.19–1.21), where we
used the same parameters I = 110 mA, φ(b) = 0, φc = −7500 V and b = 2a =
0.5 mm.

Collector Current Limitation by Space Charge Effects

Assume the beam of Fig. 1.32 approaching a collector entrance iris at a reduced po-
tential, as shown in Fig. 1.33. The question arises about the limited beam current
Ilimit which can pass without reflections into the collector tunnel at a depressed col-
lector potential VC. Note: VC is measured with respect to the cathode potential.

As we see from (1.63) below, the maximum current depends on the ratio of the
collector tunnel radius to the beam radius b/a pressed to avoid reflection of parts of
the beam for a given beam current and the ratio of the collector entrance radius b to
the beam radius a (Fig. 1.34),
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Fig. 1.34. Transmission current limit as a function of beam (collector) voltage for 3 values of
tunnel to the beam radius ratio b/a = 1, 2, and 3. As we see for the example of a 110 mA
beam, the lowest beam voltage (depressed collector voltage) can be achieved if the beam is
uniformly filling the collector tunnel (b/a = 1)

Table 1.2. Minimum collector voltage for a 110 mA electron beam as function of the tunnel-
beam radius ratio

Ratio b/a 1 2 3
Minimum collector voltage for a 110 mA beam 260 V 500 V 620 V

Ilim(b/a) = 4πε0
√

e/m0· 1

1 + 2 ln(b/a)
·
(

2

3
(φbeam − VC)

)3/2

. (1.63)

Equation (1.63) has again the form of a perveance or here acceptance, Ilim =
A(b/a)·(VC)3/2, which means that the scaling laws apply (see Table 1.2).

The findings imply a theoretical limit to the collector efficiency. Depending on
the width of the electron velocity spectrum, 3 to 5 collector stages are found to give
an optimal compromise between the total tube efficiency and system complexity.
Amongst the MDCs the two categories, electrostatic collectors and magnetically fo-
cused collectors, are distinguished.

Electrostatic Collectors

Due to the deceleration of the beam at the collector 1 entrance, the radial space
charge force in the beam increases and the beam expands radially. This beam expan-
sion affects the slower electrons more than the faster ones and is therefore used to
separate the slower electrons from the faster ones which land further down-
stream.

Figure 1.35 sketches the electron trajectories in a 6 stage (5 stages +1 spike on
cathode potential) collector as it was used in the 1980s for the 250 W space TWT TL
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Fig. 1.35. Electrostatic 5 stage + spike collector used for radiation cooled space TWT

Fig. 1.36. Distribution of primary reflected and secondary electrons in an electrostatic 4 stage
collector simulated with the Thales Electron Devices PIC program Collect 3D for a 150 W
Ku-band TWT

Fig. 1.37. Collector geometry, axial magnetic field and simulation mesh of a magnetically
focused 4 stage collector for a 300 W Ku-band TWT (the transverse magnetic fields are not
shown)

12250. It achieved typically 48% total efficiency. Figure 1.36 shows the design of a
modern electrostatic 4 stage collector used in some Thales Ku-band TWTs with the
simulated distribution of primary (green), reflected (blue) and secondary electrons
(red) in the collector volume, which achieves about 68% total efficiency.

Magnetically Focused Collectors

These collectors minimise the radial dimensions of the collector by continuing the
magnetic PPM focusing of the electron beam with an adapted periodicity and
strength of the magnetic field into the various collector stages. Figure 1.37 shows
the principle for a modern 4 stage collector used for a Thales 300 W Ku-band TWT.
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Fig. 1.38. PIC-simulation of electron distribution in the magnetically focused 4 stage tilted
field collector at zero drive (left) and saturation. Primary electrons (green), reflected (blue)
and secondary (red) simulated with the Thales Electron Devices PIC program Collect 3D

The magnetically focused collector allows an optimised beam filling of the col-
lector at saturation drive as shown on the right side of Fig. 1.38 and thus a maximum
efficiency up to 74%. To minimise backstreaming of electrons, the most advanced
magnetically focused collectors are using tilted electric and magnetic fields produc-
ing compensating deflection effects in downstream direction to focus the fast elec-
trons into the collector 4 tunnel and enhanced deflection in backstreaming direction.

Relation between TWT Total-, Beam- and Collector Efficiency

The TWT total efficiency ηtot and the beam power efficiency ηbeam (or basic effi-
ciency η0) can be simply defined and rewritten as

ηtot = Pfund

Pel
= ηbeam·Pbeam

PRF + Plosses
= ηbeam·Pbeam

Pbeam − (Pbeam − PRF − Plosses)
, (1.64)

where Pfund is the fundamental RF power at the TWT output, PRF is the total RF
power (including fundamental and harmonic RF power and RF losses), Pbeam =
VH·IK is the electron beam power and Plosses are the thermal losses produced in the
tube. A short analysis of the thermal TWT losses Plosses provides

Plosses = PColl,losses + PH,therm + PA,therm + (Pfilament). (1.65)

Neglecting the small quantities (filament power, helix and anode losses), the term
Precover = (Pbeam − PRF − Plosses) in (1.66) becomes approximately equivalent to
the recovered kinetic electron beam power by reduced collector voltages. With the
definition of the collector efficiency ηC as the ratio of the recovered power to the
entering beam power

ηC = Precover

Penter
= Pbeam − PRF − Plosses

Pbeam − PRF
, (1.66)

we get a simplified relation between the total beam power and collector efficiency by
the further neglecting the harmonic power and the RF losses in PRF and by division
with Pbeam

ηtot = Pfund

Pel
= ηbeam·Pbeam

Pbeam − ηC(Pbeam − PRF)
= ηbeam

1 − ηC(1 − ηbeam)
. (1.67)
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Fig. 1.39. Total efficiency as function of the two variables beam efficiency and collector effi-
ciency. The historical path from single stage collector tubes (station 1, 10%) to 4 stage tilted
field collector tubes with enhanced beam efficiency (station 7, 70%) is sketched for Ku-band
TWTs. The figure is adapted from Kornfeld et al. [24]

Fig. 1.40. Total distribution of thermal losses in a modern TWT

The failure in making these simplifications can be estimated from Fig. 1.39. In
Fig. 1.39 the relation (1.67) is plotted. It indicates further the historical development
axes for TWT efficiency. First this occurred via the collector efficiency improvement
and later by essentially improving the beam efficiency with tapered helix concepts.
Though Fig. 1.39 seem to imply that beam and collector efficiency are independent,
this is physically not the case. The larger the beam efficiency becomes, the wider is
the electron velocity spectrum entering the collector with detrimental effects on the
collector efficiency.

Loss Analysis of a Typical Ku-Band Space TWT

From Fig. 1.40 we can see, that further efficiency improvements need to reduce
mainly the collector losses (45%) and the skin effect losses (35%). The other losses
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in a developed space TWT are well below 10%: harmonic power 8%, helix intercep-
tion losses 6%, cathode heater 5%, and reflected RF power 1%.

1.3.4 TWT Applications

Table 1.3 gives a survey on the different application fields of TWTs. We note that the
helix is the most used type of delay line. For communications the reason is its large
bandwidth and very good linearity. For military radar and ECM, again its extreme
bandwidth, which for some type of ECM tubes can achieve up to 3 octaves. In the
following we provide application examples based on the Thales Electron Devices
product spectrum.

Communication TWTs

TWTs for Ground Station, Airborne and Shipboard Communication

Following an internal TED communication of Francis Payen, we give a review of
these TWT applications.

Depending on the system architecture, the microwave tubes used in ground-
based, airborne or shipboard communications system transmit signals to a satellite
(up-link) or to a ground based receiver (point to point or point to multipoint commu-
nication). Though in some communication systems, due to power requirements, also
klystrons are used, TWTs are becoming predominant, because the relative bandwidth
requirements are becoming more and more demanding (usually more than 10% are
required). Table 1.4 presents the relative bandwidth and the output power capability,
as a function of frequency, for the TWTs made by TED for up-link communications
systems.

Some examples of ground-based or airborne communication systems using TED
microwave tubes are DirecTV, Echostar and Astra for DBS, Iridium for commercial
systems and Milstar, Syracuse, Stentor, SBIRS for military systems.

Table 1.3. Application fields for different types of TWT delay lines

Application Communication Radar and ECM
Sub- Ground Earth Ground Airborne Missile ECM
application station Space Observation & Ship Radars Radars Seekers
Helix • • • • • • •
Ring & Bar • •
Coupled Cavity • • •
Interdigital Line • • • •

Table 1.4. Survey on up-link TWTs

Frequency band C X Ku Ku Ka Q
GHz 5.85–7.1 7.9–8.4 12.75–14.5 17.3–18.4 25.5–31.5 43.5–45.5
Relative bandwidth Up to 20% 6% Up to 13% 6.2% Up to 20% 4.5%
CW output power 3 kW 2.5 kW 1 kW 500 W 350 W 250 W
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Table 1.5. Comparison of historic C-band tubes

First TWT First First European Modern Space TWT
in Use Space TWT Space TWT

Program TV-Ground Link Telstar 1 Symphonie Measat
Manufacturer STC Bell Lab AEG TED
Year 1952 1962 1973 2003
Frequency 3.6–4.4 GHz 3.7–4.2 GHz 3.7–4.2 GHz 3.4–4.2 GHz
Output Power 2 W 2 W 13 W 70 W
Gain 25 dB 40 dB 46 dB 56 dB
Efficiency ≈1% <10% 34% 71%
Nonlinear Phase ? 50◦ 50◦ 38◦
Mass >5000 g >1000 g 640 g 800 g
Collector 1 stage 1 stage 1 stage depressed 4 stage depressed
Focusing Syst. Solenoid PPM PtCo PPM PtCo PPM SmCo
Cathode Oxide Oxide Oxide MM Dispenser

TWTs for Space Communication

The major requirements for microwave tubes used in satellite transponders for trans-
mitting down-link signals are:

• long useful operating life and high reliability (>15 years, <100 FIT, respectively;
more than 35 000.000 h accumulated in orbit),

• high total electrical efficiency (>60%),
• high linearity (nonlinear phase shift <48◦),
• low mass (depending on output power and radiation or conduction cooling).

TWTs meet all these demanding requirements and beat by far the competition from
solid state amplifiers especially with respect to life, reliability and efficiency. The
driving force for the impressive improvements in all those parameters was in the past
and is still today the economical pressure to save power by improving the efficiency
and to reduce the mass of space amplifiers. Two figures are best characterizing this
environment: the savings in launch and system costs per satellite are for DC power
saving 3.000€/W and for mass reduction 20.000€/kg. Therefore, it might be of
interest to have a short look on the history of some of the most important space TWT
parameters as reviewed by Kornfeld et al. [24].

Table 1.5 shows the performance characteristics of historic C-band space tubes
and compares them with the first operational TWT built as TV relay tube by STC in
1952, D.C. Rogers [25]. Though the output power was increased from 2 to 70 W, the
mass was reduced.

Figure 1.41 gives the efficiency improvements vs time of the leading space tube
manufacturer. The significant improvements obtained in the first 30 years after the
TWT invention led in the late 1970s to the impression that the TWT technology
might be completely mature and will provide only little space for further improve-
ments. In contrast to this, a steady and for the 1990s even accelerated efficiency
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Fig. 1.41. Efficiency improvement of space TWTs (courtesy of TED)

improvement was found for the space TWTs of more or less all commercial man-
ufacturers. The main reason for this performance explosion was the availability of
codes to simulate the large signal beam to RF wave interaction in improved tapered
helices. It is expected that efficiency might finally approach a level between 75% and
80%. Table 1.6 presents the frequency band, the output power, efficiency and future
expected trends in the respective applications.

As seen from Table 1.6, there are many different applications for space TWTs
ranging from standard telecommunication systems, TV- and digital radio broadcast-
ing to modern digital internet and multimedia services. Also Earth observation with
pulsed radar TWTs becomes increasingly important. New applications where the
satellite TWT technology might be used are local multimedia services from small
satellites or stratospheric balloons over big cities. Also, for the low Earth orbit satel-
lite fleet of global positioning systems (GPS, Galileo) and their continuous upgrade,
powerful and highly efficient TWTs might be used.

Radar and ECM TWTs

Several types of microwave tubes are used for radars: magnetrons, crossed-field am-
plifiers (CFAs), klystrons and TWTs.

From a historical point of view, the magnetrons were the first microwave tubes
to be used in radar transmitters, more than sixty years ago. But they are oscillators,
and most of the radars, since several tens of years, require transmitters using a coher-
ent amplification chain. Among the three types of amplifiers (CFAs, klystrons and
TWTs), the TWTs are most widely used, thanks to their wide instantaneous band-
width, high gain and noise free coherent operation.

Surface Radars

Surface radars are ground based or are used in naval systems (shipboard radars). The
main types of surface radars are:
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Table 1.6. Space TWT applications for communication and Earth observation

Application Band Power efficiency Future trend power
frequency/GHz efficiency

Direct Digital Radio L-band 50 to 150 W 250 W
Navigation/GPS & Galileo 1.1–1.5 55% 65%

Communication/TV- S-band 70–90 W 120 W
broadcast 2.3–2.6 59% 65%

Direct digital radio for S-band 200–240 W 200–250 W
automotive 2.3–2.6 61% 68%

Telecommunication & C-band 20–130 W 150 W
broadcasting 3.4–4.2 60–69% >73%

SAR, for Earth observation, C-band 5 kW >5 kW
Radar TWT, pulsed 5 to 6 40% 45%

Scientific applications & deep X-band 25/120–170 W 25/120–170 W
space missions 7–8.5 60% 65%

Earth observation, radar TWT, X-band 4 kW >4 kW
pulsed 7–8 40% 45%

Telecommunication and Ku-band 25–200 W 25–300 W
broadcasting 10.7–12.75 62–68% 68–75%
Internet Multimedia services

Altimeter; radar application Ku-band Up to 100 W 150 W
for Earth observation, pulsed 13–15 or 12–18 55% 60%

Telecommunication and Ka-band 15–130 W 15–220 W
multimedia Services 17–22 55–66% 55–70%

Deep Space & Scientific Ka-band 20–30 20–100
Mission 27–32 54% 58%

Multimedia Services for low Q-band 40 W 40–100 W
orbit Satellites or Stratosphere 40–45 40% 40–45%
Balloons

Inter satellite links for V-band 20 W 20–100 W
multimedia Services 58–64 35% 35–40%

• long range surveillance radars for Air Traffic Control (ATC),
• air defence radars,
• tracking radars,
• fire control radars; those are most time integrated into weapon systems,
• trajectography radars.

Table 1.7 presents the relative bandwidth and the output power capability, as a func-
tion of frequency, for the TWTs (Ku- and Ka-band) and klystrons (up to and includ-
ing X-band) made by TED for surface radars.
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Table 1.7. Survey on surface radars

Frequency band L S C X Ku Ka
GHz 1.26–1.36 2.7–3.5 5.4–5.9 8.5–10.5 15–18 33–38
Relative bandwidth 3% 3 to 15% 5 to 10% 10% 10 to 20% 3 to 10%
Peak output power 4 MW 20 MW 1 MW 120 kW 2.5 kW 1 kW
Average 12 kW 20 kW 20 kW 5 kW 200 W 200 W

Table 1.8. Survey on missile radars

Frequency band X X X Ku Ka W
Type of tube Helix TWT CC TWT Magnetron TWT TWT TWT
Relative bandwidth (%) 2 3 Tunable in 600 MHz 20 3 1
Peak output power (kW) 20 120 220 2 1 0.15
Average output power (W) 800 1500 200 400 200 15
� The Ka- and W-band TWT use interdigital delay lines; W∗ under development

Airborne Radars

Microwave tubes (magnetrons and TWTs) are used in airborne radar transmitters in
two categories:

• multimode and multifunction radars; TWTs are widely used, either with coupled
cavity slow wave structure or Helix;

• Terrain following radars; generally, TWTs are used.

Missile Seekers

The requirements for microwave tubes (magnetrons, klystrons and TWTs) used in
active RF missile seekers are small size and weight, high electrical efficiency, very
short start-up time, capability to withstand very severe environmental conditions and
high reliability after long storage periods.

Some examples are new generation MICA, ASTER and PAC3 missile seekers.
The main performances are presented in Table 1.8. It shows the relative bandwidth
and the output power capability for magnetrons and TWTs made by TED for airborne
radars or missile seeker applications, as a function of frequency.

ECM Applications

The requirements for microwave tubes used in ECM Systems are very wide instan-
taneous frequency bandwidth (more than one octave), small size and low weight and
high electrical efficiency.

The only microwave tube which can meet a specification with more than one
octave bandwidth is the Helix TWT. Table 1.9 presents TED’s helix TWTs made for
ECM systems.
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Table 1.9. Survey on broadband ECM tubes

Frequency band 6 to 18 GHz 18 to 40 GHz
Pulsed TWTs Peak output power 2 kW –

Average output power 80 W –
CW TWTs CW output power 200 W 80 W

1.4 Extended Interaction Klystron EIK

1.4.1 Introduction

Similar to klystron and TWT, the extended interaction klystron (EIK) is a linear
electron beam device which tries to combine the advantages of both, the ruggedness
and high power capability of a klystron and the larger bandwidth of a TWT. There-
fore, the EIK is especially similar to the rugged coupled cavity and interdigital line
TWT.

Since the EIK can be considered as a refinement of both microwave devices, it is
not easy to mention an inventor. The main work on EIKs seems to go back to Tore
Wessel-Berg [26] and his “A General Theory of Klystrons with Arbitrary, Extended
Interaction Fields” issued in 1957. He was working at SLAC where he improved
efficiency and power capability of klystrons for the linear accelerators. Further pio-
neering work was done by Chodorow and Kulke [27] in the 1960s. It was recognised
by those groups that the circuit impedance is enhanced proportional to the extended
interaction region and that larger gain bandwidth product and higher efficiency could
be obtained relative to the conventional klystron circuit, particularly in the submil-
limetres/millimetres region. These characteristics suit today requirements for Ka- to
W-band air and space borne radars (see [28] and [29], respectively) and also ECM
applications.

1.4.2 Extended Interaction Circuit Design

Figure 1.42 compares the principle cross-sections of a conventional two cavity kly-
stron with an extended interaction klystron. The number of cavities and interaction
gaps can differ depending on the required application. A 3-dimensional impression
of a multicavity multigap design of an EIK is given in Fig. 1.43. This and the previ-
ous figure are taken from [28].

The extended interaction oscillator (EIO) is a single cavity device with interac-
tion gaps (segmented drift tube) that function like a coupled cavity TWT structure
with extremely strong cavity-to-cavity coupling. At sufficiently high beam currents,
oscillations are sustained. Variation of the beam voltage allows 0.4% frequency tun-
ing.

1.4.3 Typical Performance and Applications

The today leading manufacturer of EIKs, CPI-Canada, describes the typical
frequency and power range as follows (Table 1.10) [30]. The instantaneous band-
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Fig. 1.42. Cross section of a conventional and extended interaction klystron

Fig. 1.43. Left: Rising sun type tunable EIK ladder circuit. Right: a 3-dimensional cross-
section; b top-view; and c side-view of an EIK five gap structure in a cavity

Table 1.10. Typical power levels of pulsed and CW EIKs at various frequencies

Pulsed EIK CW EIK
3000 W at 30 to 95 GHz 1500 W at 30 GHz
400 W at 140 GHz 100 W at 95 GHz
50 W at 220 GHz 30 W at 140 GHz
5 W at 280 GHz 1 W at 220 GHz

width of those EIKs is about 1%. Because of these device characteristics, EIKs have
been used for the following military, scientific and commercial applications:

• fire control radar • radio astronomy
• seeker • satellite communication
• illuminator • cloud radar
• tracking radar • radar modelling
• low noise cw radar • fusion diagnostics
• surveillance radar • plasma heating
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1.5 Backward Wave Oscillator (BWO)

1.5.1 Introduction

To find the roots of the backward wave oscillator (BWO), one has probably to go
back to Rudolf Kompfner, one of the TWT inventors (see Sect. 1.3.1) and the pe-
riod around 1950 to 1952. In 1951 S. Millmann [31] published on a spatial har-
monics amplifier for 6 mm wavelength where the energy transport in backward di-
rection with respect to the electron beam is clearly a device feature. Kompfner,
working in this period intensely on microwave sources capable of electronic fre-
quency tuning, mentions Millmanns work in his US patent filed in 1952 [32] on
Backward Wave Tubes. How closely the work on the oscillator type of tubes was
related to the amplifier devices is indicated by the patent filed by Kompfner and
Williams [33] at the same date on Backward Wave Amplifiers. His work published
together with N.T. Williams in 1953 [34] belongs also to this period of early in-
vestigations on Backward Wave Tubes. The investigated devices were based on lin-
ear electron beam/slow wave circuit interaction, using periodically disturbed wave
guides but also helices. H. Heffner contributed in this period with his Analysis on
Backward Wave Traveling Wave Tubes [35].

The application, these pioneers had in mind for the oscillator type of devices, was
frequency modulated signal generation. Interesting information on this period can be
found in J.R. Pierces review article on R. Kompfner and his work [36]. To avoid
confusion, it should be mentioned that in some literature the BWO is also called the
carcinotron.

1.5.2 BWO Operation Principle

The basic idea of the BWO is to use the space charge bunches of an electron beam
interacting along their path with a periodic delay line structure (the first space har-
monic). The delay line can be of all types (helices, periodically corrugated wave-
guides, folded waveguides, interdigital lines, etc.). The preferred type depends, as in
TWTs, on the frequency range and power level of interest. When passing the periodic
structure, the space charge bunch initiates a wave propagating in backward direction.
If the phase velocity and the bunch velocity are such that the total phase delay in the
loops is θn = n·2π , a backward wave oscillation can start.

In Fig. 1.44 the situation is illustrated by an electron beam passing along a tape
helix. The phase delay θ1 in a closed loop between two adjacent gaps in the delay
line is given by the sum of the phase lag θe = βep during the time the electron bunch

Fig. 1.44. Electrons adjacent to a tape helix interacting with the fields in the helix gaps. θ1, θ2,
and θ3 denote loop phase shifts for one, two and three periods, respectively
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needs to travel with ve to the next gap and the phase lag θw = βwp during the time
the wave travels back with its phase velocity vp. Here p is the pitch of the periodic
structure, βe and βw are the propagation constants of the electron bunch and the wave,
respectively. Thus, if θ1 = βep + β·p = 2π , and according to Fig. 1.44 θ2 = 2·2π ,
θ3 = 3·2π , etc., one gets a feedback loop system with total gain eventually above 1
depending on the number of sub-loops or the length of the delay line, the coupling
strength between electron bunch and electric field of the wave in the gap and the
current in the electron beam.

Thus, the synchronism condition for BW oscillation is given by

βep = 2π − βp. (1.68)

This compares simply to the quite different synchronism condition for the forward
traveling wave amplification

βep = βp. (1.69)

It is clear that in a delay line with large dispersion, the synchronism condition (1.68)
is met optimally only by one frequency, which depends strongly on the propagation
constant βe and thus the beam voltage. To oscillate, the gain loop condition must also
be met. Thus, a BWO oscillates only at a current higher than a certain start current
Ist. Above this value, the summation of all gains in the loops yields >1. Within
the framework of the small signal theory, the condition for the start current is given
by

βLCst = 2π(2−5/3) = 1.97 (1.70)

with Cst being the Pierce parameter (see Sect. 1.3),

Cst = (KIst/4V )1/3, (1.71)

at the start current for oscillation. Below this current no oscillation can occur. Ist is
of the order of a few mA for a voltage V of a few thousand volts for conventional
O-type BWOs as sketched in Fig. 1.45.

To distinguish the O-type BWO where the magnetic field is parallel to the elec-
tron beam axis (used for focusing), in Fig. 1.46 a M-type BWO (see also Sect. 1.6.3)

Fig. 1.45. O-type backward wave oscillator (O-carcinotron) with bifilar helix as delay line
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Fig. 1.46. M-type backward wave oscillator (M-carcinotron) with planar periodic delay line

Fig. 1.47. Folded waveguide type of BWO

is sketched, which is an E × B device. Though the basic interaction physics and
synchronism condition is the same for O-type and M-type BWOs, the M-type BWO
is an E × B device with the magnetic field perpendicular to the beam axis and the
electric field between delay line ground and sole.

A further example of an O-type BWO with a folded waveguide line is shown
in Fig. 1.47. These types or interdigital lines are the most common BWOs. Further
examples and a compact description of BWOs is, e.g. given by J. Arnaud in “The
Encyclopedia of Electronics” issued by Charles Susskind [37].

1.5.3 BWO Applications

The typical applications for O-type BWOs are local oscillators and frequency tune-
able microwave sources up to the THz range. There, 10 mW of CW power can be
obtained in the frequency range from 0.1 to 1.5 THz with a tuning range of 200 GHz.
The further development of THz BWO sources is a topic of increasing commercial
interest.
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1.6 Magnetrons and Cross-Field Amplifiers

1.6.1 Magnetrons

Introduction

Magnetrons are oscillators where all functions are grouped in one given volume be-
tween cathode and anode. Magnetron tubes are robust, compact and efficient. They
are used as the final stage in ordinary transmitters (radars) but their main utilization
is in industrial microwave heating applications (Table 1.11).

Microwave Circuit

Magnetrons consist of two coaxial electrodes: an inner cathode of radius rK placed at
the centre, and an outer anode of radius rA (Figs. 1.48 and 1.49). A permanent mag-
net (at the origin of the designation of the magnetron) or an electromagnet is used
to create a magnetic field BZ parallel to the axis [9]. The anode is machined with
an even number N of slots or resonating cavities which are coupled between them-
selves by their overflow or leakage field in the cathode/anode space. Consequently,
we can distinguish N/2 + 1 distinct resonance frequencies corresponding to phase
differences �ϕ = 0, 2π/N, 2π/(N/2), 2π/(N/3), π between two adjacent slots or
cavities.

The modes are identified by the number n of times that the field pattern is re-
peated in going around the anode once [7]. In that way, �ϕ becomes 2πn/N . In

Table 1.11. Survey on industrial magnetrons

8.5–9.6 GHz 200 kW peak/200 W average 22 kV × 27.5 A 6.5 kg
2.45 GHz 5 kW CW 7.2 kV × 0.95 A 4.3 kg

Fig. 1.48. Magnetron (interaction)
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Fig. 1.49. Magnetron

practice, the most common mode is the “π” mode, with n = N/2, that is, a phase
difference of π between adjacent cavities. The distance between two adjacent cavi-
ties is l = λn/N , which is equal to λ/2 if π is the operating mode.

For a given resonance mode of frequency f = ω/2π , the electromagnetic field
and, for example, its Eϕ component, varies along the anode (with a so-called ab-
scissa s) as described by the usual equation of a stationary wave: Eϕ(s, t) = A ×
cos(2πs/λ)· cos ωt . But, since a stationary wave can be considered as the sum of two
progressive waves moving in opposite directions, each one with an amplitude equal
to half of the original wave, the stationary wave equation can be rewritten as

Eϕ = (A/2)[cos(2πs/λ + ωt) + cos(2πs/λ − ωt)] (1.72)

or
Eϕ = (A/2)[cos ω(t + s/vϕ) + cos ω(t − s/vϕ)], (1.73)

where
vϕ = λf = λω/2π. (1.74)

Finally, an observer (or an electron, for example) moving along s at a velocity vθ =
vϕ will be in phase with one of the two waves, for example A/2· cos ω(t − s/vϕ),
and will always see the same field.

Magnetrons are therefore multi-resonating microwave structures offering a num-
ber of resonance modes, each with the equivalent of two progressive waves, only one
of which being taken into consideration for any given mode.

We will now consider the interaction process that takes place within magnetrons,
i.e. the transformation of electron movement energy into electromagnetic energy.

Interaction

The electrons emitted by the cathode would move radially towards the anode, but
thanks to the magnetic field BZ , their trajectories are curved and somewhere they
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become concentric (vr = 0) to the cathode and the anode [3]. At that point, the
electrons are subjected to an electrostatic force F e = −eEAnode and a magnetic
force F m = −e(vθ xBZ), acting in opposing directions (Fig. 1.48). Then a radius r

exists, between rK and rA, for which the amplitudes of these two fields are equal
and characterized by vr = 0 and vθ = EA/BZ . Theoretically, the electron can rotate
indefinitely around the magnetron axis at this radius.

The combined forces of Fe and Fm also apply – albeit very schematically – to
all the electrons leaving the cathode at varying velocities. Also, all the electrons
experience, to varying extents, the effects of the electromagnetic field and the space
charge of the other electrons. In any case it can be said that most of the electrons
rotate around in the space between cathode and anode about once, after which they
terminate either on the anode or the cathode. Naturally, these electrons are replaced
by those emitted non-stop by the cathode. The end result is a real cloud of electrons
rotating between the anode and the cathode at a velocity approximately vθ [9].

VA (or EA) and BZ are then adjusted so that vθ = vϕ , with vϕ = ω(lN/n)/2π

the phase velocity, deducted from the previous expressions of l and of vϕ (1.74). As
explained above the rotating electrons always see the same microwave field Eϕ . If Eϕ

is an accelerating field, they are continuously accelerated, and if Eϕ is a decelerat-
ing field, they are continuously slowed down. This electron accelerating/decelerating
is comparable to the TWT process, with the difference that, in the magnetron, the
electrons follow a closed circular path and electron bunches are now replaced by n

rotating electron arms or spokes, where n = N/2 if the π mode is used, that is the
most common case.

The energy transfer process in the magnetron is a little bit more complicated than
that in the tubes examined in the previous sections. This takes place as follows: the
electrons in the spokes are attracted to the anode but, at the same time, repulsed by
the RF field. In other words, they are continuously transferring their potential energy,
acquired via VA (or EA) – to the RF field.

The whole microwave structure, including N resonators, can be regarded as a
unique resonator, represented by an equivalent circuit similar to the one of the kly-
stron cavity. In Fig. 1.48, we notice not only the 3 elements, L, C and the loss conduc-
tance Gc, but also the load GL. The load GL is directly experienced by the electrons
and converted from the final load – for example, the antenna or the microwaves oven
– through the waveguides and the coupling loop or iris located in the bottom wall
of one of the resonators. The beam loading is neglected. The voltage V in Fig. 1.48
is the microwave voltage between two anode vanes and is related to the electromag-
netic field Eϕ(r = rA). Almost all the electrons are supposed to arrive at the anode,
that means on the top of the vanes, with a phase such that Eϕ (r = rA) is maximum.
Therefore, their radial velocity is vr = Eϕ(r = rA) max /BZ , while the azimuthal
velocity is given by vθ = vϕ .

Moreover, we can write

Eϕ(r = rA) = MV/l, (1.75)

where l is the distance between two vanes and M is the coupling factor between V

and the electrons, M ≈ sin(ωl/(2vθ ))/(ωl/(2vθ )).
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The kinetic power – which definitively is lost – of these electrons landing on the
anode, is given by

PA = Io(m/2e)[v2
r (r = rA) + v2

θ ] = Io(m/2e)

[
E2

ϕ(r = rA) max

B2
Z

+ v2
θ

]
. (1.76)

According to the equivalent circuit, the output power POUT delivered to the load GL
is

POUT = 1

2
NV 2·GL = N

2
· ωl2C

M2QL
E2

ϕ(max) (1.77)

with QL = ωC/GL = 1/(R/Q)GL and (1.75).
Thanks to the obvious expression POUT = V0I0 − PA, we get the approximate

expression of the magnetron efficiency [9]

η = POUT/V0I0 = (
1 − mv2

θ /2eV0
)
/
(
1 + I0mM2QL/B2

ZeNl2ωC
)
. (1.78)

The efficiencies of magnetrons usually are quite large and very attractive, 30% up to
70% and even 80%.

A magnetron presents very few control or optimisation parameters: the high volt-
age VA and the magnetic field BZ . This is why an operating zone is defined in the
plane (VA; BZ), where the magnetron correctly oscillates. Such a zone is located
between two limits [3, 9]:

• the Hull parabola, below which (for BZ increasing and/or VA decreasing) the
electrons are no more intercepted by the anode and begin to rotate around the
cathode-anode space,

• the Hartree line that determines the synchronism condition (for a given mode).
Typically, the operating point is quite close to the Hartree line.

From a technological and engineering point of view, the main parts and subassem-
blies look like the parts of the other microwave tubes, even if the geometries are
notably different (Fig. 1.49).

However, let us notice the frequent use of cold cathodes without direct heating
and based on the secondary emission. In this case, the primary electrons are the elec-
trons, whose emission conditions are such that they are coming back and bombard
the cathode (self-heating). Also quite all the magnetrons include straps, i.e. metallic
wires that connect the vanes or the resonators, which must be at the same electro-
magnetic instantaneous potential. At the π mode, for instance, straps connect the
vanes 0, 2, 4, N − 2, N . Their objective is to minimize the risk of oscillation and the
rise of unwanted oscillations or “parasitic” modes.

1.6.2 Cross-Field Amplifiers (CFA)

In the magnetrons and, generally speaking, in all the cross-field devices – also called
“M-type” tubes – the electrons move under the influence of the perpendicular static
electric field E ≈ V0/(rA − rK) and magnetic field BZ (Fig. 1.50). As a result, the
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Fig. 1.50. Cross-field amplifier (CFA)

motion is perpendicular to both fields and, when the values of V0 and BZ are carefully
adjusted, the electron beam or clouds rotate in the narrow space KA between the
cathode and the anode. If now the microwave circuit – at the same time the anode
– is interrupted to provide input and output connections, we deal no more with a
magnetron oscillator but with a cross-field amplifier (CFA).

In CFAs, resonators are preferably replaced by a specific slow wave structure,
whose ends are terminated by the input and output couplers, which must be matched
at least in the expected frequency bandwidth [3]. Between these two ends, a specific
short circular drift space is located in order to minimize any coupling between input
and output, but also to provide a necessary electron bunching debunching process
(Fig. 1.50).

As soon as the drive power Pd is injected, the RF fields give rise to bunches
or spokes which rotate in the KA space. This process is nearly the same as in the
TWTs, where the beam is coupled to a growing forward or to a backward wave.
At the same time, the energy transfer inside the spokes is the same as in the mag-
netrons [9].

In the case of a forward wave, the electrons and the microwave energy flow in the
same direction, and the spokes travel in synchronism with the circuit wave, causing
it to grow. In the case of a backward wave, the electrons and the microwave energy
flow in opposite directions, and the amplification is obtained when Pd is injected at
the circuit output. The slow forward wave circuits are often helix structures, when
the backward circuits use strapped bar lines or interdigital structures.

It should be remembered that in CFAs and in magnetrons, the slow wave structure
acts not only as the anode but also as the collector, and in spite of a usual high
efficiency, a lot of power is dissipated in the structure, which must present excellent
thermal capabilities.

The CFAs, also known as “amplitrons”, are characterized by impressive output
powers (for example, 700 kW peak and 10 kW average), efficiencies around 70%
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and instantaneous bandwidths in the order of 5 to 10%. The cathode voltages V0
are very acceptable (≤50 kV) with perveances of P ≈ 2 × 10−6. At the same time,
the compactness and the lightness are other impressive advantages. The weak points
remain not only the risk of oscillations and the possible noisy behaviour but also the
low gains of ≈11 dB [3, 9].

As an important precaution, the RF drive pulse Pd must always be applied be-
fore V0, for two main reasons. First, if the CFA employs a cold cathode – now the
most frequent situation – the emission process may fail to build up. As a result, the
modulator will be unloaded and so excessive voltage, arcing and damage. Secondly,
the RF drive anterior to V0 and strictly present throughout the voltage pulse helps to
control the space charge and prevents oscillations at band edge and the generation of
broadband noise.

As for the ends of the slow wave circuit, the input VSWR must be very low
(≤1.2:1), not only in the frequency band but also outside, in order to avoid any start-
ing of oscillation during the voltage pulse and during the rise and the fall of V0.
The resulting spurious output is referred to as “rabbit ears” because of the way they
appear on a time display of POUT.

In addition, it should be pointed out that the transmission loss of the signal
through the CFA in absence of beam current is very low. Then, the CFA can be
considered transparent, and this advantageous characteristic is used in many system
applications.

1.6.3 Cross-Field Backward Wave Oscillator (MBWO)

The M-type backward wave oscillators, sometimes called “carcinotrons”, are voltage
tunable oscillators, mainly used as ECM (electronic counter measures) noise gener-
ators but also swept signal sources and drivers for high power transmitters. They are
able to deliver, for example, 50 to 100 W with efficiencies of 50% from the L to the
X band. They look like the former CFAs, but they use an injected thin beam, and
the principle of their operation is close to the one of the backward oscillator (BWO)
derived from the conventional TWTs [3].

The electron emission is not distributed over the total surface of the inner elec-
trode, but uses a complete gun structure with a cathode of limited length, a “grid” and
a controllable anode, this gun structure being at one end of the circular interaction
space. The electrons are emitted approximately radially from the cathode towards
the controllable anode but, because of the strong axial magnetic field BZ , they are
curved at 90◦ and enter the interaction region between the sole and the slow wave
structure (Fig. 1.51). The sole voltage is a little bit lower than the anode potential in
order to provide a radial electric field Er0. Thanks to both Er0 and BZ , the velocity of
the electrons becomes Er0/BZ and is adjusted to get a thin electron beam following
a circular path.

Usually the circuits are folded waveguides or interdigital delay lines, where the
signal grows as it travels from the collector end to the electron gun end. The mi-
crowave output connector is located at this electron gun end. At the collector end,
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Fig. 1.51. Cross-field backward wave oscillator (MBWO)

the MBWOs require a relatively large attenuator, well bonded to the heat sink of the
tube, to absorb the unavoidable microwave reflections.

The electrons interact with a backward-wave space harmonic of the circuit, the
energy on the circuit flowing opposite to the direction of the electron motion. This
easily provides the feedback necessary for oscillation. The circuit is terminated at
the collector end, but the microwave output is removed at the gun end.

Despite this short presentation, it is understandable that the design and the tech-
nology of MBWOs are critical, but the above mentioned performances remain very
attractive.

1.7 Fast-Wave Devices

Conventional microwave tubes operate with longitudinal phase bunching of the in-
teracting electrons and are commonly referred to as slow-wave devices, since in
some way, the RF structure is configured so that the phase velocity of the electromag-
netic (EM) field is slowed down to be a little bit lower than the electron beam velocity
and is thus less than the velocity of light. This is most evident in the helix-type TWT
and BWO where the transverse RF circuit dimensions are typically a fraction of the
wavelength. The dimensions of the interaction circuits of klystrons, extended inter-
action tubes, magnetrons and cross-field amplifiers also have dimensions in the order
of the wavelength or smaller. The inherent power limitation with these conventional
microwave tubes is the tremendous decrease in the dimensions of the interaction
structure with increasing frequency (that is, decreasing wavelength, see Fig. 1.52).
Therefore, the possibility of extracting high average power in the millimeter (mm)



62 G. Faillon et al.

Fig. 1.52. Chart showing the limitation of conventional microwave tubes for the generation of
higher power levels at elevated frequencies. Here, FWDs are fast-wave devices

wavelength range has been ruled out. In the case of two-level far-infrared LASERs,
the possible average power, which can be generated, decreases with increasing wave-
length since the energy between the interacting quantum levels (hf = 0.41 meV at
100 GHz) becomes smaller than the thermal energy quantum at room temperature
(kT = 25 meV). To close the gap for the achievable average output power in the
mm- and sub-mm wavelength range (Fig. 1.1), new interaction mechanisms had to
be discovered, which operate in highly overmoded interaction circuits, i.e. in fast
wave circuits where the electron beam is placed well away from the RF structure.
With larger dimensions, the power-handling capability in enlarged. Since fast waves
have a phase velocity larger than the velocity of light, the phase bunching mechanism
in such fast-wave devices must be generated by a transverse interaction, e.g. (1) the
electron–cyclotron interaction in a longitudinal magnetic field (“electron cyclotron
maser”: ECM) or (2) the electron undulation in a wiggler field (“free-electron laser”:
FEL).

The origin of the ECMs traces back to the late 1950s, when three investigators
began to examine theoretically the generation of microwaves by the ECM interac-
tion: R. Twiss in Australia [38], J. Schneider in the US [39] and A. Gaponov in
Russia [40]. A short note on the possibility to use the rotational energy of a helical
electron beam for microwave generation was published by German H. Kleinwächter
in 1950 [41]. In early experiments with devices of this type, there was some de-
bate about the generation mechanism and the relative roles of fast-wave interactions
mainly producing azimuthal electron bunching and slow-wave interactions mainly
producing axial bunching. The predominance of the fast-wave ECM resonance with
its azimuthal bunching in producing microwaves was experimentally verified in the
mid-1960s in the US [42] (where the term “electron cyclotron maser” was apparently
coined) and in Russia [43] (where the term “gyrotron” was introduced).

FELs exploit relativistic electron beam technology to upshift the electron wiggle
frequency. In this respect, perhaps a more descriptive name is that introduced by
R.M. Phillips: UBITRON for an “undulated beam interaction electron tube”. Long
wavelength FELs (λ ≥ 0.5 mm) are called free-electron masers (FEMs).
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1.7.1 Interaction Principles

Fast-wave devices in which the phase velocity vph of the EM wave is greater than the
speed of light c, generate or amplify coherent EM radiation by stimulated emission of
bremsstrahlung from a beam of relativistic electrons. The electrons radiate because
they undergo oscillations transverse to the direction of beam motion by the action of
an external force (field). For such waves the electric field is mainly transverse to the
propagation direction (TE or HE modes).

The condition for coherent radiation is that the contribution from the electrons
reinforce the original emitted radiation in the oscillator or the incident EM wave in
the amplifier. This condition is satisfied if a bunching mechanism exists to create
electron density variations of a size comparable to the wavelength of the imposed
EM wave. To achieve such a mechanism, a resonance condition must be satisfied
between the periodic motion of the electrons and the EM wave in the interaction
region [44–47]

ω − kzvz
∼= sΩ, s = 1, 2, . . . (kzvz = Doppler term), (1.79)

where ω and kz are the wave angular frequency and characteristic axial wavenumber,
respectively, vz is the translational electron drift velocity, Ω is an effective frequency,
which is associated with macroscopic oscillatory motion of the electrons, and s is the
harmonic number.

1. In ECMs, the EM energy is radiated by relativistic electrons gyrating in an ex-
ternal longitudinal magnetic field. In this case, the effective frequency Ω corre-
sponds to the relativistic electron cyclotron frequency

ωc = Ωco/γ with Ωco = eBo/mo and γ = [1 − (v/c)2]−1/2

= 1 + eVo/moc
2, (1.80)

where −e and mo are the charge and rest mass of an electron, γ is the relativistic
factor, Bo is the magnitude of the guide magnetic field and Vo is the acceleration
voltage. The nonrelativistic electron cyclotron frequency is fo/GHz = 28Bo/T.
A group of relativistic electrons gyrating in a strongmagnetic field will radiate
coherently due to bunching caused by the relativistic mass dependence of their
gyration frequency. Bunching is achieved because, as an electron loses energy,
its relativistic mass decreases and it thus gyrates faster. The consequence is that a
small amplitude wave’s electric field, while extracting energy from the particles,
causes them to become bunched in gyration phase and reinforces the existing
wave electric field. The strength of the magnetic field determines the radiation
frequency.
The phase bunching process can be most easily understood in a reference frame
in which the axial velocity vanishes. In Fig. 1.53 an annular electron beam with
radius Re is depicted in this frame. The electrons arranged around this annu-
lus execute circular orbits with the Larmor radius rL = v⊥γ /Ω0. Typically
rL � Re. Initially, the phase of the electrons in their cyclotron orbits is ran-
dom, as shown in Fig. 1.53 (left).
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Fig. 1.53. Principle of azimuthal phase bunching in an annular electron beam with initial
random phasing of electrons in their cyclotron orbits (left) and with electron bunched in phase
in their cyclotron orbits (right)

In the presence of a transverse RF electric field characteristic of a microwave
cavity TEmn mode, the electrons will be accelerated or decelerated. As a specific
example, Fig. 1.53 depicts an electric field with only an azimuthal component,
as is characteristic of TE0n modes in circular waveguide. With random phasing,
there is no net energy exchange. Electron 1 will be decelerated by the azimuthal
electric field and thus lose energy, while electron 2 will be accelerated and hence
gain an equal amount of energy.
Phase bunching and net transfer can occur if the wave frequency is slightly larger
than the initial value of the cyclotron frequency

ω′ − eB0

meγ
′
0

= (δω)′ > 0, (1.81)

where the subscript 0 denotes the initial value and the prime denotes the ref-
erence frame in which the electron axial velocity vanishes. Then, as electron 2
gains energy, its cyclotron frequency decreases; this electron falls farther from
resonance gaining less energy on each successive cycle. On the other hand, elec-
tron 1, which initially loses energy, experiences an increasing value of ω′

c and
moves closer to exact resonance with the electric field, thereby using an increas-
ing amount of energy on each successive cycle. An instability develops in which
the wave energy grows in time and the electrons bunch in phase within their
cyclotron orbits, as shown in Fig. 1.53 (right).

2. In the case of a spatially periodic magnetic or electric field (undulator/wiggler),
the transverse oscillation frequency Ωb (bounce frequency) of the moving charges
is proportional to the ratio of the electron beam velocity vz to the wiggler field
spatial period λw. Thus, the operating frequency of such devices, an example
of which is the FEM [48–51], is determined by the condition that an electron
in its rest frame “observes” both the radiation and the periodic external force at
the same frequency. If the electron beam is highly relativistic (vph ∼= vz

∼= c),
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the radiation will have a much shorter wavelength than the external force in the
laboratory frame (λ ∼= λw/2λ2 so that ω ∼= 2γ 2Ωb). Therefore, FEMs are ca-
pable of generating EM radiation of very short wavelength determined by the
relativistic Doppler effect. The bunching of the electrons in FEMs is due to the
perturbation of the beam electrons by the ponderomotive potential well which is
caused by “beating” of the EM wave with the spatially periodic wiggler field. It
is this bunching that enforces the coherence of the emitted radiation

Ωb = kwvz, kw = 2π/λw. (1.82)

In the case of the ECMs and FEMs, unlike most conventional microwave sources
and lasers, the radiation wavelength is not determined by the characteristic size of
the interaction region. Such fast-wave devices require no periodically rippled walls
or dielectric loading and can instead use a simple hollow-pipe oversized waveguide
as a circuit. These devices are capable of producing very high power radiation at
cm-, mm-, and sub-mm wavelengths since the use of large waveguide or cavity cross
sections reduces wall losses and breakdown restrictions, permitting the passage of
larger, higher power electron beams. It also relaxes the constraint that the electron
beam in a single cavity can only remain in a favourable RF phase for half of a RF
period (as in klystrons and other devices employing transition radiation). In con-
trast with klystrons, the reference phase for the waves in fast-wave devices is the
phase of the electron oscillations. Therefore, the departure from the synchronism
condition, which is given by the transit angle θ = (ω − kzvz − sΩ)L/vz, can now
be of order 2π or less, even in cavities or waveguides that are many wavelengths
long.

1.7.2 Dispersion Diagrams of Fast-Wave Interactions

Many configurations can be used to produce coherent radiation based on the ECM
instability. The departure point for designs based on a particular concept is the wave–
particle interaction. Dispersion diagrams, also called ω–kz plots or Brillouin dia-
grams [44–47], show the region of cyclotron interaction (maximum gain of the in-
stability) between an EM mode and a fast electron cyclotron mode (fundamental or
harmonic) as an intersection of the waveguide mode dispersion curve (hyperbola)

ω2 = k2
z c

2 + k2⊥c2 (1.83)

with the beam-wave resonance line (straight) given by (1.79). In the case of a device
with cylindrical resonator, the perpendicular wavenumber is given by k⊥ = Xmn/Ro,
where Xmn is the nth root of the derivative of the corresponding Bessel function
(TEmn modes) and Ro is the waveguide radius. Phase velocity synchronism of the
two waves is given in the intersection region. The interaction can result in a de-
vice that is either an oscillator or an amplifier. In the following subsections, dif-
ferent ECM devices and the FEM are classified according to their dispersion di-
agrams. Table 1.12 presents a review of ECM devices (also called gyro-devices)
and a comparison with the corresponding conventional linear beam (O-type) de-
vices.
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Table 1.12. Review of the interaction circuits of gyro-devices and comparison with corre-
sponding conventional linear-beam (O-type) devices

Gyrotron Oscillator and Gyro-Klystron Amplifier

Gyrotron oscillators and gyro-klystrons are devices which usually utilize only
weakly relativistic electron beams (Vo < 100 kV, γ < 1.2) with high transverse
momentum (pitch angle α = v⊥/vz > 1) [46, 47]. The wavevector of the radia-
tion in the cavity is almost transverse to the direction of the external magnetic field
(k⊥ � kz, and the Doppler shift is small) resulting, according to (1.79) and (1.80),
in radiation near the electron cyclotron frequency or one of its harmonics

ω ∼= sΩc, s = 1, 2, . . . . (1.84)

In the case of cylindrical cavity tubes, the operating mode is close to cutoff (vph =
ω/kz � c), and the frequency mismatch ω − sΩc is small but positive in order to
achieve correct phasing, i.e. keeping the electron bunches in the retarding phase. The
Doppler term kzvz is of the order of the gain width and is small compared with the ra-
diation frequency. The dispersion diagrams of fundamental and harmonic gyrotrons
are illustrated in Figs. 1.54 and 1.55, respectively. The velocity of light line is deter-
mined by ω = ckz. For given values of γ and Ro, a mode represented by Xmn and
oscillating at frequency ω is only excited over a narrow range of Bo. Quasi-optical
gyrotrons employ a Fabry–Perot mirror resonator perpendicular to the electron beam,
also providing k⊥ � kz [46].

Cyclotron harmonic operation reduces the required magnetic field for a given
frequency by the factor s. At low voltages, the number of electron orbits required for
efficient bunching and deceleration of electrons can be large, which means that the
resonant interaction has a narrow bandwidth and that the RF field may have moderate
amplitudes. In contrast with this, at high voltages, electrons should execute only
about one orbit. This requires correspondingly strong RF fields, possibly leading
to RF breakdown, and greatly broadens the cyclotron resonance band, thus making
possible an interaction with many parasitic modes.
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Fig. 1.54. Dispersion diagram of gyrotron oscillator (fundamental resonance)

Fig. 1.55. Dispersion diagram of harmonic frequency gyrotron oscillator

Cyclotron Autoresonance Maser (CARM)

In a gyrotron with a highly relativistic beam (≥1 MeV), an efficient interaction will
lead to an average energy loss in the order of the initial electron energy. As a result,
the change in the gyrofrequency is much greater than in the mildly relativistic case. It
is therefore desirable to identify the condition under which such a highly relativistic
electron beam remains in synchronism with the RF field. A possibility for achieving
synchronism is to utilize the interaction of electrons with EM waves propagating
with a phase velocity close to the speed of light in the direction of the magnetic
field. In this case, the Doppler shift term kzvz is large, and the appropriate resonance
condition is

ω ∼= kzvz + sΩc. (1.85)

If vph ∼= c, the increase in cyclotron frequency due to extraction of beam energy
(decrease of γ ) nearly compensates the decrease in the Doppler shifted term. There-
fore, if the resonance condition is initially fulfilled, it will continue to be satis-
fied during the interaction. This phenomenon is called autoresonance, and the cy-
clotron maser devices operating in the relativistic Doppler-shifted regime are called
cyclotron autoresonance masers [52]. Figure 1.56 shows how the Brillouin diagram
of the fast cyclotron wave changes during the autoresonance interaction such that the
working frequency ω remains constant even though both Ωc and vz are based on the
same instability mechanism as that of the gyrotron but changing. The CARM inter-
action corresponds to the upper intersection and is operated far above cutoff. The
instability is convective, so a feedback, e.g. by a Bragg resonator [52], is required
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Fig. 1.56. Dispersion diagram of the cyclotron autoresonance maser (CARM)

for an oscillator; and it is necessary to carefully discriminate against the other inter-
actions corresponding to the lower frequency intersection in the dispersion diagram
(Fig. 1.56). The problem can be alleviated by employing the fundamental TE11 or
(HE11 hybrid mode) and properly choosing system parameters to be within the sta-
bility limit. Compared to a gyrotron, there is a large Doppler frequency upshift of
the output (ω ∼= γ 2Ωc) permitting a considerably reduced magnetic field Bo. Since
the axial bunching mechanism can substantially offset the azimuthal bunching, the
total energy of the beam and not only the transverse component is available for RF
conversion.

In contrast to the gyrotron, the CARM has an electron beam with low to moderate
pitch angle (α < 0.7). The efficiency of CARMs is extremely sensitive to spread in
the parallel beam velocity. The velocity spread �vz/vz must be lower than 1% to
achieve the full theoretically expected efficiency of 40% [52].

Gyro-Travelling Wave Tube (Gyro-TWT)

From the theoretical point of view, the gyro-TWT differs from the CARM only in
regimes of operation. The gyro-TWT utilizes a moderately relativistic electron beam
to interact with a fast waveguide mode in an oversized structure near the grazing
intersection of the frequency versus wavenumber plot (see Fig. 1.57) where the
resonance line is tangent to the EM mode. This produces high gain and efficiency
because the phase velocities of the two modes are nearly matched and the group
velocity of the waveguide mode is nearly equal to vz. In the gyro-TWT regime
(ω/kz � c), the axial bunching mechanism is too weak to be of any significance.
To benefit from autoresonance, the cutoff frequency should be reduced relative to the
cyclotron frequency.

Gyro-Backward Wave Oscillator (Gyro-BWO)

If the electron beam and/or magnetic field is adjusted so that the straight fast-wave
beam line crosses the negative kz-branch of the waveguide mode hyperbola (see
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Fig. 1.57. Dispersion diagram and scheme of interaction circuit of gyro-TWT amplifier

Fig. 1.58. Dispersion diagram and scheme of interaction circuit of gyro-BWO

Fig. 1.58), then an absolute instability (internal feedback) with a “backward wave”
occurs. In the gyro-BWO the frequency of operation is now governed by the slope
of the line, which is a function of vz, and thus of the beam acceleration voltage Vo.
Consequently, just as in the case of other BWOs (e.g. carcinotron), the frequency
of oscillations can be continuously changed very fast over a broad range, using
Vo in place of Bo. However, there is a Doppler down shift in frequency (Ωc/2 <

ω < Ωc), so that very high magnetic fields are required for high frequency opera-
tion.
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Fig. 1.59. Dispersion diagram and scheme of interaction of FEM

Free-Electron Maser (FEM)

The resonance condition in FEMs is given by

ω − kzvz = kwvz with kw = 2π/λw, (1.86)

where λw is the spatial period of the wiggler. The generated radiation has a much
shorter wavelength than the external force in the laboratory frame: λ ∼= λw/2γ 2.
The basis FEM configuration and the corresponding dispersion diagram is shown in
Fig. 1.59. Electrons in the injected electron beam undulate in the periodic magnetic
field Bw of the wiggler.

1.7.3 Gyrotron Oscillator

Gyrotron oscillators (gyromonotrons or simply gyrotrons) were the first ECMs to
undergo major development. Increases in device power were the result of Russian
developments from the early 1970s in magnetron injection guns, which produce elec-
tron beams with the necessary transverse energy (while minimizing the spread in
transverse energies) and in tapered, open-ended waveguide cavities that maximize
efficiency by tailoring the electric field distribution in the resonator [46]. Typical
conventional gyrotrons are built as shown schematically in Fig. 1.60. A gyrotron can
be described as follows. The magnetron injection gun produces an annular electron
beam with the desired beam parameters. The beam is transported to the interaction
region, where the interaction cavity converts a fraction of the beam power to RF
power. In case of axial output coupling, the spent beam will be collected on the uni-
form output waveguide section after the uptaper, and the RF power in the TEmn mode
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Fig. 1.60. Schematic of gyrotron with solenoids, magnetron injection gun with annular emitter
ring, beam tunnel, cylindrical interaction cavity with cutoff section and output taper, cylindri-
cal output waveguide and RF window: a with axial output coupling; b with radial output
coupling [47]

is coupled through the axial output vacuum window. In the case of radial output cou-
pling, a quasi-optical mode converter is connected to the output waveguide and it
transforms the rotating TEmn mode with an axial power flow to a Gaussian mode
with a radial power flow. The power is then transmitted through a radially located
vacuum window, and the spent beam is dissipated on the collector.

A strong externally applied magnetic field in the interaction region is chosen
such that the cyclotron frequency or one of its harmonics is close to the frequency
of the RF field in the beam frame of reference. The interaction region consists of
an open-ended waveguide cavity, usually with a circular transverse cross-section.
The electrons in the beam must have a substantial transverse velocity v⊥ and the
usual longitudinal velocity vz. Most of this transverse velocity comes as a result of
adiabatic compression resulting from the increasing magnetic field leading to the in-
teraction region. The final ratio of transverse to longitudinal velocity α = v⊥/vz in
the interaction region is typically between 1 and 2 for gyrotrons that use magnetron
injection guns with thermionic cathodes, mostly in temperature limited operation.
The electrons follow helical paths around the lines of force of the external field. At
high frequencies the use of superconductive magnets is mandatory. By variation of
the magnetic field, a sequence of discrete modes can be excited. The frequency scal-
ing is determined by the value of Bo/γ . Modern high power high order volume mode
gyrotron oscillators for fusion plasma applications employ an internal quasi-optical
mode converter with lateral microwave output, a single-stage depressed collectors
(SDC) for energy recovery and a chemical vapour deposition (CVD) diamond win-
dow.
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Gyrotrons for Fusion Plasma Heating

At present, gyrotron oscillators are mainly used as high power mm-wave sources
for electron cyclotron heating (ECH) applications and for diagnostics of magneti-
cally confined plasmas in controlled thermonuclear fusion research [53]. Long-pulse
(a few sec) gyrotrons utilizing open-ended cylindrical resonators which generate out-
put powers of 100–500 kW per unit, at frequencies in the range 28–160 GHz, have
been used very successfully for plasma formation, ECH and local current density
profile control by noninductive electron cyclotron current drive (ECCD) in tokamaks
and stellarators. Gyrotron complexes with total power of up to 4.5 MW have been
installed. As experimental devices become larger and operate at higher magnetic
fields (Bo = 6 T) and higher plasma densities (neo = 1–2 × 1020/m3) in steady
state, present and forthcoming ECRH requirements call for gyrotron output pow-
ers of at least 1 MW, CW at frequencies ranging from 100–170 GHz. Since efficient
ECH&CD need axisymmetric, narrow, pencil-like mm-wave beams with well de-
fined polarization, single-mode emission is necessary in order to generate a TEM00
Gaussian beam mode at the plasma torus launching antenna. Single-mode mm-wave
gyrotron oscillators capable of high average power, 0.5–1 MW per tube, in long-pulse
or CW operation, are currently under development in several scientific and industrial
laboratories [46, 47, 53, 54].

Table 1.13 and Fig. 1.61 summarize the present status of long-pulse gyrotrons
for EC H&CD applications at 110–170 GHz [54]. The maximum pulse length of
commercially available 140 GHz megawatt-class gyrotrons employing synthetic di-
amond output windows is 30 minutes (CPI and European FZK-CRPP-CEA-TED
collaboration). The world record parameters of the European 140 GHz gyrotron are:
0.92 MW output power at 30 min pulse duration, 97.5% Gaussian mode purity and
44% efficiency, employing a single-stage depressed collector for energy recovery.
A maximum output power of 1.2 MW in 4.1 s pulses was generated with the JAEA-
TOSHIBA 110 GHz gyrotron. The Japan 170 GHz ITER gyrotron holds the energy
world record of 2.16 GJ (0.6 MW, 60 min) for tubes with an output power of more
than 0.5 MW. The Russian 170 GHz ITER gyrotron achieved 0.5 MW with a pulse
duration of 300 s. Figure 1.62 shows the 118 GHz and 140 GHz long-pulse gyrotrons
developed by the EU team.

To achieve output powers in excess of 2 MW at frequencies around 170 GHz and
long pulses, it is necessary to employ a coaxial-cavity geometry. A maximum out-
put power of 2.2 MW (1 ms pulse length) was obtained at FZK with an efficiency of
28%. At the nominal output power of 1.5 MW the efficiency increases from 30% to
48% in operation with an SDC [47]. Two MW synthetic diamond windows are feasi-
ble. At power levels around 1 MW the coaxial-cavity gyrotron can probably operate
at frequencies >300 GHz. This means that the gyrotron oscillator is the dominant
mm-wave source for high power ECH and ECCD. Even in the case of local non-
inductive current drive for suppression of plasma instabilities in future tokamak fu-
sion reactors, the gyrotron is a good option, since ultra broadband Brewster windows
and specific magnets allow stepwise frequency tuning in the seconds time-scale in
the full D-band (110–170 GHz) [47]. Diagnostic gyrotrons deliver POUT = 40 kW
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Table 1.13. Development status of long pulse gyrotron oscillators for fusion plasma applica-
tions at 110–170 GHz [54]

Institution Frequency Cavity Output Power Efficiency Pulse Fusion device
(GHz) mode mode (MW) (%) length(s)

CPI, 110 TE22,6 TEM00 1.05 31 5.0 D III-D
Palo Alto 0.6 31 10.0 D III-D

140 TE28.7 TEM00 0.9 33 (SDC) 1800 W7-X

GYCOM-M 110 TE19,5 TEM00 0.93 36 2.0 D III-D
(TORIY, IAP), 0.5 35 5.0 D III-D
Moscow, 0.35 33 10.0 D III-D
Nizhny 140 TE22,6 TEM00 0.96 36 1.2 ASDEX-U
Novgorod 0.54 36 3.0 W7-AS

170 TE25,10 TEM00 0.9 44 (SDC) 21 ITER
0.5 40 (SDC) 300 ITER

GYCOM-N 140 TE22,6 TEM00 0.8 32 0.8 W7-AS
(SALUT, IAP), 0.88 50.5 (SDC) 1.0 W7-AS
N. Novgorod 158.5 TE24,7 TEM00 0.5 30 0.7 T 10

JAEA, 110 TE22,6 TEM00 1.2 38 (SDC) 4.1 JT 60-U
TOSHIBA, 1.0 36 (SDC) 5.0 JT 60-U
Naka, 0.5 34 (SDC) 16.0 JT 60-U
Otawara 170 TE31,8 TEM00 1.0 43.4 (SDC) 800 ITER

0.6 45.5 (SDC) 3600 ITER

THALES, 118 TE22,6 TEM00 0.53 32 5.0 TORE SUPRA
CEA, CRPP, 0.35 23 111 TORE SUPRA

FZK, 140 TE28,8 TEM00 1.0 49 (SDC) 12 W7-X
EUROPE 0.92 44 (SDC) 1800 W7-X

Fig. 1.61. State-of-the-art of long-pulse gyrotrons for EC H&CD applications at 110–170 GHz

with τ = 40 μs at frequencies up to 650 GHz (η ≥ 4%) [53]. Operating at the fun-
damental or the second harmonic of the electron cyclotron frequency enables the
gyrotron to act as such a medium power step tunable, mm-wave, sub-mm wave and
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Fig. 1.62. CEA/CRPP/FZK/TED-gyrotrons. Left: 118 GHz, 0.35 MW, 11 s with liquid nitro-
gen Cryo-Window. Right: 140 GHz, 0.92 MW, 1900 s with CVD-diamond window and SDC

THz source in the frequency range from 38 GHz (fundamental) to 1005 GHz (TE6,11
mode, second harmonic) [54].

Gyrotrons for Industrial Applications in Materials Processing

Recently, CW gyrotrons have also been successfully utilized in materials processing
(e.g. sintering of advanced nanocrystalline- and piezo-ceramics, surface hardening,
joining or dielectric coating of metals and alloys) and in plasma chemistry [53].
Such technological applications require sources with the following parameters: f ≥
24 GHz, POUT = 10–30 kW, η ≥ 30%. The present state-of-the-art of industrial CW
gyrotrons for technological applications is summarized in Table 1.14 [54].

The use of gyrotrons appears to be of great interest if one can realize a relatively
simple, low cost device which is easy to use (such as a magnetron). Gyrotrons with
low magnetic field (operating at the second harmonic of the electron cyclotron fre-
quency) which can be provided by a permanent magnet system, low anode voltage,
high efficiency and long lifetime are under development (see Table 1.14).

1.7.4 Gyro-Amplifiers

Bunching of electrons in gyro-devices has much in common with that in conven-
tional linear electron beam devices, namely, klystron, TWT, twystron and BWO. In
both cases the primary energy modulation of electrons gives rise to bunching (az-
imuthal or longitudinal) which is inertial. The bunching continues even after the
primary modulation field is switched off (at the drift sections of klystron-type and
twystron-type devices). This analogy suggests the correspondence between linear-
beam (O-type) devices and various types of gyro-devices (Table 1.12).
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Table 1.14. Performance parameters of industrial CW gyrotron oscillators for technological
applications [54]

Institution Frequency Cavity Output Power Effciency Vo Magnet
(GHz) mode mode (kW) (%) (kV)

CPI, 28 TE02 TE02 15 38 40 room temp.
Palo Alto 28(2Ωc) TE02 TE02 10.8 33.6 30 room temp.

60 TE02 TE02 30 38 40 cryo. mag.

CPI, NIFS 84 TE15,3 TEM00 50 14 80 cryo. mag.
GYCOM/ 24.15(2Ωc) TE11 TE11 3.5 23 12 room temp.

PM, 116 kg

IAP, 24.15 TE32 TE32 36 50 33 room temp.
Nizhny 23(2Ωc) TE12 TE12 13 50 25 room temp.
Novgorod 28 32 25 room temp.

28.3(2Ωc) TE12 TE12 12 20 25 PM, 68 kg
30(2Ωc) TE02 TE02 10 42 26 room temp.

30 35 26 room temp.
37.5 TE62 TEM00 20 35 30 cryo. mag.
83 TE93 TEM00 10–40 30–40 25–30 cryo. mag.

MITSUBISHI, 28(2Ωc) TE02 TE02 15 38.7 21 PM, 600 kg
Amagasaki tapered B

UNIV. Fukui 300 TE22,8 TEM00 2.0 11 15 cryo. mag.

Figure 1.63 shows the cross-section and the photograph of a two cavity gyro-
klystron amplifier. Advanced devices use several staggered cavities (up to 5) and
optimized shape of magnetic field. The state-of-the-art of weakly relativistic gyro-
klystrons is given in Table 1.15 [54].

Table 1.16 summarizes the status of the high-power relativistic gyro-klystron
development at the University of Maryland [54]. For comparison, the experimen-
tal results of the SLAC periodic permanent magnet 11.4 GHz klystron are: 75 MW
output power with 48% efficiency and 55 dB gain at a pulse duration of 1.5 μs.

The circuit employed in a gyro-TWT consists simply of a modestly oversized
waveguide. Since no resonant structures are present, the gyro-TWT is potentially ca-
pable of much larger bandwidth than a gyro-klystron. Recent devices employ tapered
magnetic field, interaction circuit and two partially loaded stages in order to optimize
the beam-wave interaction along the waveguide [55].

The sensitivity to velocity spread can be strongly reduced by coupling between
the second harmonic cyclotron mode of a gyrating electron beam and the radiation
field in the region of near infinite phase velocity over a broad bandwidth by using a
cylindrical waveguide with a helical corrugation on its inner surface [56]. The state-
of-the-art of weakly relativistic pulse gyro-TWTs is given in Table 1.17.

The gyro-twystron, a hybrid device, is derived from the gyro-klystron by extend-
ing the length of the drift section and replacing the output cavity with a sligthly ta-
pered waveguide section like in a gyro-TWT. The output waveguide section is excited
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Fig. 1.63. Schematic cross-section and photograph of a pulsed gyro-klystron amplifier (CPI,
formerly Varian)

Table 1.15. Weakly relativistic gyro-klystron experimental results

Institution Frequency Mode No. of Power Effciency Gain BW
(GHz) cavities (kW) (%) (dB) (%)

CPI, Palo Alto 10 (2Ωc) TE01 3 20 8.2 10 0.2
28 TE01/02 2 76 9 30 0.2

CPI, Litton, NRL, 93.8 TE01 4 118 (10 av.) 29.5 24.7 0.64
UNIV. 5 130 (10 av.) 33 39.5 0.75
MARYLAND

GYCOM- M 35.2 TE02 2 750 (5 av.) 24 20 0.6
(TORIY), 2 350 32 19 0.9
Moscow 35.0 TE01 3 250 (1.2 av) 35 40 1.4

IAP, 15.8 TE02 3 160 40 30 0.5
Nizhny 32.4 (2Ωc) TE02 3 300 22 22 0.1 PM, 350 kg
Novgorod 35.1 (2Ωc) TE02 2 258 18 17 0.3

93.5 TE02 2 207 30 21 0.2
93.2 TE02 3 340 24.5 23 0.3

IAP, ISTOK 91.6 TE01 4 2.5 (CW) 25 31 0.36

NRL, 4.5 TE10 3 54 30 30 0.4
Washington, D.C. 34.9 TE01 3 225 31 30 0.82

93.4 TE01 4 60 25 27 0.69
84 34 42 0.37

5 72 27 48 0.44
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Table 1.16. Relativistic pulse gyro-klystron experimental results [54]

Institution Frequency Mode No. of Power Effciency Gain Type
(GHz) cavities (MW) (%) (dB)

IAP, Nizhny Novgorod 30 TE5,3 2 5 25 27 TE5,2/TE5,3

UNIV. MARYLAND 8.57 TE01 3 75 32 30 coaxial
9.87 2 24 30 33 max. power
9.87 TE01 3 27 32 36 max. efficiency

3 16 37 33 max. gain
3 20 28 50 coaxial

17.14 (2Ωc) TE02 3 27 13 25 coaxial
4 18.5 7.0 23.3

19.76 (2Ωc) TE02 2 32 29 27
29.57 (3Ωc) TE03 2 1.8 2.0 14

Table 1.17. Development status of weakly relativistic gyro-TWTs (short pulse) [54]

Institution Frequency Mode Power Efficiency Gain Bandwidth
(GHz) (kW) (%) (dB) (%)

CPI, 5.18 TE11 120 26 20 7.3
Palo Alto 93.7 TE11 28 7.8 31 2

NRL, Washington, 32.3 TE10 50 28 25 11
D.C. 34.0 TE01 137 17 47 3.3

35.6 TE11 70 17 60 17

IAP, 36.3 TE21/TE11 180 27 27 10
Nizhny Novgorod

MIT, Cambridge 140 HE()
061 30 12 29 1.6

UNIV. HSINCHU 34.2 TE11 62 21 33 12
33.6 TE11 93 26.5 70 8.6

UC LOS ANGELES 9.3 TE10 55 11 27 11
15.7 (2Ωc) TE21 207 12.9 16 2.1
93.4 TE01 75 22 60 4.5

by the beam of electrons that are bunched because of modulation in the input cavity.
The gyro-twystron configuration can mitigate the problem of microwave breakdown
at high power levels, since the microwave energy density in the output waveguide
can be much smaller than in an output cavity.

The development of high-power gyro-amplifiers has opened up a number of pos-
sible applications to advanced mm-wave radars for high resolution ranging and imag-
ing in atmospheric and planetary science (e.g. cloud and space-debris monitoring) as
well as for deep-space and specialized satellite communications.

A 120-element phased-array 34 GHz radar system (4′ beam width) using two
0.5 MW gyro-klystrons with 50 MHz bandwidth, 100 μs pulse duration and 0.01
duty factor is operating in Russia. In the USA, a W-band radar system employing
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a 92 kW, 94 GHz gyro-klystron with 420 MHz bandwidth and a duty factor of 0.11
(10 kW average power) is operating.

The cost of a future linear electron–positron collider with centre of mass energy
in the TeV range will depend both on the number of microwave phase-coherent am-
plifiers required to drive the collider and on the cost of each amplifier. In the past,
the microwave amplifier of choice for driving the highest energy linear electron ac-
celerators has been the klystron (e.g. S-band). In considering microwave amplifier
requirements for future supercolliders there has been a widespread perception that
higher frequency and higher peak power will be required. Because of inherent lim-
itations when simultaneously handling high power and high frequencies in klystron
circuits, other types of amplifiers as relativistic gyro-klystrons and gyro-twystrons
have been explored.

The klystron development programs will probably result in producing
microwave amplifiers that are suitable for linear colliders in the energy range up
to 1 TeV. However, for multi-TeV supercolliders, 34 GHz gyro-klystrons producing
about 100 MW of peak power in 1 μs are needed [53].

Due to their larger bandwidth, gyro-TWTs can be used as output amplifiers in
mm-wave communication systems.

1.7.5 Gyro-BWO

Gyro-BWOs are being developed as fast and continously frequency tunable drivers
of FEMs and for materials processing applicators with extremely homogeneous EM-
field distribution (by frequency sweeping). The status of weakly relativistic devices
is summarized in Table 1.18.

1.7.6 Free-Electron Maser (FEM)

Free-electron lasers (FELs) differ from the other high-power microwave sources con-
sidered in this chapter in that they have demonstrated output over a range of frequen-
cies extending far beyond the microwave spectrum, well into the visible and ultravi-
olet range [48–51]. To achieve this spectral versatility, FELs exploit relativistic beam
technology to upshift the electron “wiggle” frequency by an amount roughly propor-
tional to γ 2. The magnetostatic wiggler is the most common, but not the sole means,
for providing electron undulation. An electrostatic wiggler or the oscillatory field of
a strong electromagnetic wave can also play this role. The distinction between long
wavelength free-electron maser (FEM) (λ ≥ 0.5 mm) and short wavelength FELs
is natural because higher current and lower energy beams are typically employed in
this regime and space-charge effects are more important. In particular, the dominant
interaction mechansim is often coherent Raman scattering. Also, while short wave-
length FELs excite optical modes, dispersion due to the beam dielectric effects and
finite transverse dimensions in the drift tubes and cavities are important effects at
longer wavelengths. A low power (3 W, 2 ms pulses) FEL operating at radio frequen-
cies (FER) employing a 420 V, 0.2 A electron beam holds the world record for long
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Table 1.18. Development status of weakly relativistic pulse gyro-BWOs [54]. Only the
24.7 GHz device is operating in CW

Institution Frequency Mode Power Efficiency Bandwidth
(GHz) (kW) (%) (%)

IAP, Nizhny Novgorod, 24.7 TE21/TE11 7 15 5
FZK, Karlsruhe 23 (SDC)

IAP, Nizhny Novgorod 35–38 TE21/TE11 34 7 15

MIT, Cambridge, 140 TEc
12 2 2 9

LLNL, Livermore

NRL, Washington, D.C. 27.8 TEr
10 2 9 3

29.2 TEr
10 6 15 13

UNIV. Hsinchu 33.5 TEc
11 20–67 6.5–21.7 5

100 25 8.5
164 41 1

UNIV. Strathclyde 8.5 TE21/TE11 60 16 17

UNIV. Utah 10 TEr
10 0.72 10 8

r: rectangular waveguide; c: circular waveguide

wavelength (f = 266 MHz, λ = 1.1 m, λw = 0.04 m, Bw = 0.04 T). The highest
CW power generated by a FEM is 36 W (15 GHz) whereas the IR (3.1 μm)-FEL at
Thomas Jefferson National Accelerator Facility obtained a record average power of
2.13 kW at 3.5% efficiency employing beam energy recovery ([54], and references
therein).

The FEM appears to be potentially capable of fulfilling all the requirements for
a frequency tunable high-power mm-wave source. Coverage of the entire frequency
range of 130–260 GHz presents no severe problem, and even higher frequencies are
quite feasible. Rapid tunability over more than ±5% could be obtained by variation
of the beam energy. The interaction occurs in a cavity operating in low-order modes,
which have very good coupling to a Gaussian beam output. The relatively low RF
wall loading and the use of high electron beam energy (>0.5 MeV) and a multi-stage
depressed collector are compatible with a high unit power at high efficiencies if the
electron beam interception could be maintained at an acceptable level. A survey of
the development status of short pulse FEM oscillators and amplifiers is presented in
Table 1.19 [54]. Electrostatic, pulseline/modulation and induction linac accelerators
are employed.

The induction-linac based 140 GHz, 2 GW short-pulse (20–30 ns) LLNL-FEM
was successfully employed in high-power microwave transmission measurements in
fusion plasmas where the nonlinear absorption (higher transmission) at ECH fre-
quencies was observed which is only possible at such high power levels. The UCSB-
FEL was used to study nonlinear dynamics in semiconductor nanostructures and
devices.
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Table 1.19. Development status of pulse free-electron masers

Institution FrequencyMode Power Efficiency VoltageCurrent Type
(GHz) (MW) (%) (MV) (kA)

FOM, 206 HEr
11 0.73(0.5) 5.7(3.9) 1.77 0.0072 oscillator

Nieuwegein 167 HEr
11 0.36(0.26)3.1(2.3) 1.61 0.0071 oscillator

169 HEr
11 0.1 0.9 1.60 0.007 oscillator

(14 with MDC)

IAP/INP 75 TEM 100 4.2 0.8 3.0 oscillator
Novosibirsk

JINR 30.74 TMc
11/TEc

11 48 35(30) 0.8 0.17(0.02)oscillator
Dubna/IAP 38.2 TMc

12/TEc
11 3 3(3) 0.8 0.15(0.2) oscillator

Nizhny 35 TEc
11 30 10 1.5 0.2 amplifier

Novgorod

LLNL, 34.6 TEr
01 1000 34(7.2) 3.5 0.85(4.0) amplifier

Livermore 140 TEc
11 2000 13.3(10) 6.0 2.5(3.0) amplifier

500–1000 in up to 50

MIT, 27.5 TEc
11 1 10.3(6.3) 0.32 0.03(0.05)oscillator

Cambridge 35.2 TEc
11 0.8 8.6(5.2) 0.31 0.03(0.05)amplifier

NRL, 13.2– TEc
11 4.2 18 0.245 0.094 amplifier

Washington,16.6
D.C.

RI, 6–25 TEc
11/TMc

01 10 1.7 0.6 1 spon. emiss.
Moscow

TRW, 35 TEr
01 0.1 9.2 0.3 0.004 oscillator

Redondo 35 TEr
01 0.002 6.9 0.29 0.0001 amplifier

Beach

UC Santa 120–880 0.027 0.5 2.6 0.002 oscillator
Barbara
r: rectangular waveguide; c: circular waveguide

1.8 Future Trends and Applications

After the structural reorganization of most of the microwave tube manufacturers, as
explained in Sect. 1.1.2, the market is still performing evolution and the needs of the
customers change [1]. Certainly the three main applications listed in Sect. 1.1.1 will
be always with us, but in different ways.

The use of TWTs in space and especially on communication satellites is impor-
tant and still increases, probably because of the robustness and reliability of these
tubes, long lifetime, high efficiency, and low weight of the whole associated trans-
mitter. Also they are able to provide the large required power, 200 W/tube and sev-
eral kW in total. As a matter of fact, on powerful transmitters, tubes are preferred
compared to solid state devices, because the size and the cost of a tube do not at
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all increase proportionally to its RF output power. On the contrary, this is also why
the tubes are not seen in our everyday life, where the small power transistors are
prevalent (mobile phones, computers).

The extraordinary success of microwave ovens using cheap magnetrons is also
keeping with this presentation: magnetrons are robust, compact, reliable in a do-
mestic and hostile industrial environment and capable of delivering approximately
800 W, in the S-band.

According to Fig. 1.1, we point out that the tubes become more attractive than
the solid state devices when the operating frequency increases, what is the general
tendency. Except some conventional ones, most of the modern radars use phased
array antennas, working with a great number of low power modules and therefore
solid state devices. However, in military aircrafts and especially missiles, tubes are
still used (50 to 100 W, X-band, 2 to 3 octaves instantaneous bandwidths) again,
because of their compactness and robustness with respect to vibrations, shocks and
temperature variations.

As for the ISM applications, developments and improvements are foreseen in
several directions: lower costs, fewer risks of arcing and parasitic oscillations, higher
frequencies, better linearity, larger bandwidths, capabilities to deliver custom de-
signed specific components, such as windows, waveguides and safety devices. De-
velopments of new tubes may be extrapolated from the IOTs or the MBKs. In med-
ical applications new low cost and compact MW magnetrons or klystrons will be
requested. In the future there will be the possibility to provide a whole equipment
including not only the microwave tube, the supplies and the cooling system, but also
the electron linear accelerator. In that way the interface problems will disappear and
the maintenance time, the overall cost, the number of failures will be reduced.

At higher frequencies, the impressive development of the present gyrotron oscil-
lators is being followed by the one of gyroamplifiers, capable to be amplitude and
frequency modulated, with the intention to be used not only on plasma fusion reactors
but also for deep space communications, in some specific radars or in power trans-
mission systems. Therefore, provided that theoretical developments, breakthroughs,
and technological progress should come available on time, microwave tubes still have
a confident future.

The R&D activity on microwave tubes, which requires a deep knowledge of
many scientific areas and the mastery of many technologies, induces and encour-
ages the tube physicists and technicians to be interested in the development of other
electron vacuum devices, for instance:

• specific high efficiency multistage plasma (HEMP@) thrusters, whose design is
based on the TWT principle and, more precisely, on PPM focusing and depressed
collectors;

• Cs atomic clock, where the RF cavity design and machining, the control of RF
leakages, the screening of the magnetic fields, the quality of the vacuum and the
reliability are familiar to microwave tube experts.
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The presently rising micro- and nanotechnologies will also be important, especially
regarding the combination of solid state and vacuum devices. For instance, 1 μm
long needles (tips) with a diameter of 20 to 50 nm can be not only manufactured
but also arranged in arrays of one or several mm2, giving rise to very small cold
cathodes. Associated to a grid for beam modulation at the cathode and to RF cavities,
they can be the master parts of very compact microwave triodes, TWTs or IOTs,
which can be used to boost the solid state amplifiers. The state-of-the-art of such
vacuum microelectronic TWTs employing so-called Spindt cathodes is P = 55 W
at f = 4.5 GHz (NEC Corporation: 50 000 tips giving 90 mA) and P = 28 W at
f = 11.5 GHz (Northrop Grumman: 540 000 tips giving 56 mA).

In conclusion, microwave tubes are currently progressing and will progress in the
future in the two main directions:

• the improvements of their basic principles and technologies;
• the evolution towards totally new devices using, at least partly, their concepts and

these technologies.

Therefore, the future of microwave tubes is really encouraging and the microwave
tube community is engaged in a long term program.
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2

Vacuum Displays

K. Blankenbach, G. Gassler, and H.W.P. Koops

The area of digital electronics and computers is not imaginable without displaying
data. Vacuum based display technologies were the first being able to visualise mea-
surements on electronic circuitry with oscilloscopes and to reproduce video on TV
sets. Another strong market for electronic displays started in the mid 1980s with
the invention of personal computers. Despite the advantages of flat Liquid Crystal
Displays (LCD), Cathode Ray Tubes (CRT) still (2007) have a high market share.
However, there are also vacuum based Flat Panel Displays (FPDs), like Plasma Panel
Displays (PDP) and Vacuum Fluorescent Displays (VFD) that are widespread in dif-
ferent applications.

As the image quality of vacuum based displays (and others) have many common
fundamentals or are based on similar principles, this chapter starts with an overview
of display driving, common principles of vacuum based displays and parameters for
measurement and evaluation of them.

There are many books and other references available about CRTs, but only a
limited number for FPDs. Most of the publications on electronic displays are issued
by the SOCIETY FOR INFORMATION DISPLAY [1] as conference proceedings,
which can only be found rarely in standard libraries. Therefore, references are limited
here to books or other common publications.

2.1 Introduction1

2.1.1 Historical Development

The story of electronic displays started in 1897 with the work of Ferdinand Braun,
in Germany, by using an oscillograph to display transient phenomena [2]. Braun in-
vented an evacuated tube (Fig. 2.1, left) with an electron source. The electrons were
accelerated by a relative high voltage (anode) and deflected by magnetic fields. Light
was then emitted at the location where they hit the phosphor layer on the screen. The

1 Please refer to K. Blankenbach.
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Fig. 2.1. Early displays: Braun’s vacuum tube (left), NIXIE tube to display numbers (right)

name ‘Cathode Ray Tube’ (CRT) is not fully correct; it should be called an electron
beam tube, though the latter name never became generally accepted. J. Zenneck im-
proved Braun’s tube in 1899 and adapted it for engineering measurements by using a
linear sweep to display waveforms. Several improvements were made in the follow-
ing years by electrostatic deflection and ZnS based phosphors for brighter screens.

However, the commercial history of oscilloscopes didn’t start before 1930 when
it became standard electronic laboratory equipment. As CRTs use phosphors, their
data captures didn’t persist long enough for examination. Several attempts to improve
on this were made, including photography, but the history of analogue CRTs came
to an end with the introduction of digital oscilloscopes and the replacement of the
CRTs with LCDs.

Early television experiments started in the 1930s, showing it’s images on CRT
based systems; using video amplifying tubes and magnetic deflection signals. The
story of CRT TV sets continues until today due to their competitive price. Around
1950 the first computers were built, starting with electron tubes as digital elements,
which were replaced about 10 years later by semiconductor devices. Displaying the
computers data was a challenge in those early years of computers. CRT based dis-
plays like TV sets couldn’t be used because of the lack of fast data processing to
generate continuous image streams. Consequently, initial computer displays were
simple numerical indicators such as the “Numerical Indicator Experimental” NIXIE
tube (Fig. 2.1, right), Numicator and Digitron (see, e.g. [3]).

A NIXIE tube consists of an evacuated glass tube containing multiple cathodes,
a wired mesh anode filled with low-pressure neon. The most common form has ten
cathodes in the shapes of the numerals 0 to 9, some are additionally equipped with
one or two decimal points. Others could show various letters, signs and symbols.
Each cathode was forced to glow (no heat is generated) by applying about 200 V DC
between it and the anode. NIXIE tubes would have been ideal displays for clocks
but were never used for this, as the electronics effort would have been enormous
compared to a mechanical solution. The vacuum based numerical indicators were
replaced in the 1970s by semiconductor light emitting diodes (LED) and Vacuum
Fluorescent Displays (VFD).

Despite this, the successful story of vacuum based electronic displays continues
until today with CRTs for high-resolution graphic computer terminals and TV sets.
With the introduction of flat displays, like VFDs in the 1970s and Plasma Panel
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Displays (PDP) in the 1990s, the relative low depth of these displays invented new
products.

2.1.2 Overview

Displays are generally categorised [4, 5] as either direct view or projection devices
(Fig. 2.2, left). Direct view devices are those where the observer looks directly at the
image on the display, whereas projection systems make use of a screen. Emissive
technologies such as vacuum based display and LEDs generate their own light. Non-
emissive displays reflect or transmit ambient or artificial light, like Liquid Crystal
Displays (LCD). All projection technologies, with the exception of Digital Mirror
Devices (DMD, DLP) and laser displays, are based on modified direct view tech-
nologies.

The most common emissive displays are:

• Cathode ray tubes (CRT), mainly used in TV sets and computer monitors;
• Plasma display panels (PDP), as slim and large size CRT replacement;
• Vacuum fluorescent displays (VFD), for low resolutions and small screen sizes;
• Field emission displays (FED), as low power flat panel technology;
• Organic Light Emitting Diodes (OLED), as an emerging technology (2004).

The vacuum based technologies will be described in detail later in this chapter.
Typical, commercially available, screen sizes for major display technologies are

shown in Fig. 2.2 (right). CRTs and LCDs can cover nearly the full range of screens
sizes including projection. However, CRT based projection systems became obso-
lete due to their low level light output and size. For many applications, a shallow
depth is a significant advantage. Therefore, Flat Panel Displays like PDPs and VFDs
dominate many applications along side LCDs.

A rough comparison of CRT vs FED (Field Emission Display) is given in Fig. 2.3.
A CRT has only one (monochrome) cathode for generating the electron beam. It

Fig. 2.2. Categorisation (left) of electronic displays; typical screen size and resolution for
various display technologies (right), data from actual data sheets
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is deflected by magnetic coils for TV and monitor applications and finally hits the
phosphorised screen. The distance travelled to the screen varies with deflection, with
greater deflections requiring greater depth. Conversely, FEDs have many cathodes
per pixel hence deflection is unnecessary and subsequently they are shallower in
depth.

A large screen size is, generally speaking, not suitable for all kind of devices. In
many applications, like temperature meters and cashier systems, only numerical or
alphanumeric representation is required, which also saves costs and space. Figure 2.4
shows how to display data depending on the basis of the image-generating element.
As it can be seen, VFDs are used for low information content displays up to 40
characters. However, some low-resolution graphics are also available. CRTs, PDPs
and FEDs require graphic processors to show high-resolution data (320 × 240 . . .

millions of pixels).
When specifying an electronic display the readability of the information is a

major issue. For numbers and characters the distance between display and observer
determines their height. The resolution ability of human vision is about 1′, with a
tangent formula the resolvable object size can be calculated. For example, at 1 m
one obtains a resolution of 0.3 mm. The height of the information element (digit,
character) should be about 15 times the eye resolution – in this case around 5 mm.

Fig. 2.3. Schematic comparison of a CRT and Flat Panel Displays (here Field Emission Dis-
play). The depth of a FPD is significantly smaller for the same screen size

Fig. 2.4. Various representations in electronic displays for the characters ‘A’ and ‘a’ together
with typical vacuum based display technologies. It can be easily seen that 8-segment (also
named as Segment 8) digits are suitable for numbers and not recommended for displaying
characters. A slightly better approach for cost sensitive devices is the Starburst configuration
(15 segments). Sufficient readability is achieved by matrix displays. However, the best solution
is a costly graphics representation. The height of 5 mm refers to an observer distance of 1 m
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2.1.3 Fundamentals of Displays

Driving and Addressing

There are basically 3 methods of visualising data on electronic (vacuum based) dis-
plays (Fig. 2.5), e.g. [5, 6]:

• A sweep signal (left) drives the electron beam of analogue oscilloscopes, by elec-
trostatic deflection, from left to right, and the measured signal modulates the
vertical amplitude. No image can be displayed, only single curves; the beam in-
tensity is constant during the sweep.

• Raster scan (centre) is used in CRTs for TV sets and computer monitors. Mag-
netic deflection coils move the electron beam (3 for colour CRTs) from left to
right (horizontally) and from top to bottom (vertically) over the entire screen. The
image is generated by intensity modulation of the electron beam representing the
grey scale input signal, transferring the data serially (pixel-at-a-time addressing).
During retrace (flyback) of each line or frame, the electron beam is blanked to
avoid artefacts.

• Matrix drive (right) is the basis of all flat panel technologies. Each row is scanned
sequentially, with the data being written in parallel to the actual addressed row

Fig. 2.5. Driving principles of CRTs (sweep and raster scan) and matrix drive for Flat Panel
Displays. The drawings on the top show the simplified image generation, while in the bottom
typical driving waveforms are plotted. The time for displaying a whole sweep or image is
called frame time. The dotted lines represent the retrace (flyback) of the CRT electron beam.
During this time the intensity (luminance) should be zero (blanking of video voltage)
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(line-at-a-time addressing). The crossings of the two orthogonal stripe grids form
the pixels. Low-resolution displays like 8-segment and Starburst VFDs have a
similar driving scheme, which is called multiplexing, see also Fig. 2.38.

Sweep and raster scan are based on analogue signals for scanning. The matrix drive
scheme makes use of digital data. Accordingly, some consequences can be stated:

• The frame rate and the resolution of sweep and raster scans are relatively easy
to modify. Contrarily, the resolution (number of pixels) is fixed for matrix driven
displays. Therefore, the resolution of the input signal has to be adapted by hard-
ware or software to the displays resolution (see below).

• Comparing imaging principles, the time for writing the data to a dedicated pixel
is a factor of the number of vertical lines, this is smaller for raster scan as opposed
to matrix drive. This has some consequences for generating a certain luminance
to avoid flicker (see below).

Due to limitations of the deflection, the depth of CRTs is much larger than that of
matrix driven ‘flat’ panel displays.

Analogue and Digital Display Systems

Basically, the entire signal path of CRTs is analogue (Fig. 2.6, left); this means that
all voltages and currents are amplified in the classical way. Matrix based display
panels (all FPDs, Fig. 2.6, right) have a digital interface and require digital signal
processing, the rows are scanned and the data are put in parallel to the columns.

Fig. 2.6. Block diagram of a CRT based display (left): The input data (video) modulates the
electron beams intensity by the video amplifier. The scan is done by deflection amplifiers,
which are triggered by synchronisation (Sync) signals. However, oscilloscopes (sweep) have
no video amplifier, the vertical deflection is driven by the input signal. Raster scan monitors
use magnetic deflection because of its higher angular efficiency; electro-static deflection is
applied in oscilloscopes because of their higher sweep rate and a simpler amplifier circuitry.
The block diagram of a typical colour Flat Panel Display with various inputs is shown on the
right. A digital controller provides the row scan timing and converts the data to display for the
column driver. In PC based systems analogue inputs are used, some have an additional DVI
input. Digital-RGB is only used for low to medium resolutions of Embedded Systems
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Analogue digital display interfaces are described, e.g. in [5]. Basically all FPDs have
a digital input with parallel data lines. To be compatible with analogue video sig-
nals, which were widespread until nowadays (2007), FPDs have an additional AD
conversion and signal-processing unit. This compatibility is especially important for
monitors and TV sets. A comprehensive review of signal processing, for displaying
digital images, is provided in [7]. The advantage of all analogue displays compared
to FPDs is that within certain limits various resolutions and frequencies can be dis-
played without costly hardware.

As previously shown (e.g. Fig. 2.2), electronic displays can have millions of pix-
els and, as mentioned before, they have to be addressed real time with typically
50–80 Hz. This requires high speed electronics, where the necessary pixel rate can
be calculated by

Pixel Rate = Pixelhorizontal × Pixelvertical × Frame Frequency. (2.1)

Typical data are shown in Fig. 2.7. A review of the fundamentals of display driving
and interfacing can be found in, e.g. [5]. To avoid flicker, the frame rate of CRT-
based displays should be higher than that of matrix-based displays. The display
driving however is limited for analogue signals by the video bandwidth (e.g. am-
plifier) and for flat panels by the transmission line capability. As mentioned above,
the high data rate was the reason why the first computers had only numerical indica-
tors.

As pointed out above, the resolution and signal frequencies can be easily changed
for CRT monitors. The resolution of flat panels can’t be changed, because the number
of pixels is fixed! Therefore, the resolution of the input signal has to be scaled to the
display’s resolution via hardware and software. Furthermore, the frame rate of FPDs
is usually 60 Hz compared to 75 Hz and higher for CRT PC monitors. For displaying
interlaced video, e.g. PAL, on non-interlaced driven FPDs the two interlaced frames
have to be merged to one image. All these tasks, which are described in [7], influence

Fig. 2.7. Pixel rate and resolution for Flat Panel Displays and raster scanned CRTs. The frame
rate for CRTs must be higher than that of FPDs because of flicker
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Table 2.1. Tasks for displaying analogue signals on FPDs and their influence on image quality

Task Name Example Image quality
influence

Various
resolutions

Scaling SXGA → XGA Reduced sharpness
and uniformity

Interlaced video De-Interlacing interlaced →
non-interlaced

Motion artefacts

Video and
PC-Graphics

Frame Rate
Conversion (FRC)

75 Hz → 60 Hz Motion artefacts

the image quality. They are summarised in Table 2.1. Special processors are built in
analogue input panels for displaying various resolutions and signals.

Light Generation

All vacuum based display technologies use phosphor (mostly ZnS based) to generate
light. The activation is achieved for CRTs, VFDs and FEDs by an electron beam, in
PDPs UV radiation is converted into the visible range. The two basic approaches
for transferring the light from the activated phosphor to the observer are shown in
Fig. 2.8. The light, which is produced (more or less) on the surface of the phosphor
layer by the electron beam of CRT and FED based displays, has to pass through it’s
own (phosphor) layer and is consequently reduced in its intensity. PDPs and FEDs
show typically a significantly higher luminance because the light is generated on
the side of the observer. As stimulated phosphors emit light nearly in all directions
(Lambertian emitter), the viewing angle is not an issue compared to LCDs.

The properties of some typical phosphors are summarised in Table 2.2, the colour
co-ordinates (CIE) are described in the next chapter. A closer look on phosphors and
their properties can be found in other chapters of this book. The decay time is rel-
evant for flicker, a phenomenon, which occurs due to the pixel-at-a-time addressing
of CRTs. Long persistence phosphors like amber were used in early low frame fre-
quency monitors (slow graphics adapter) and in vector driven radar CRT screens.
PDP phosphors must have a very low decay time because of the grey scale genera-
tion by subframes (see chapter about PDPs).

Fig. 2.8. The phosphor layer is activated by electrons on the opposite side of the observer for
CRT and FED (left) and stimulated to the observer’s side for PDP and VFD (right)
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Table 2.2. Phosphors for vacuum based display technologies, Colour Coordinates CIE 1931,
see Fig. 2.12

Application EIA No. or type CIE 1931 Decay range

x y

CRT B/W TV P-4 0.270 0.300 ms

CRT TV Red P-22 R 0.640 0.340 ms
CRT TV Green P-22 G 0.285 0.600 ms
CRT TV Blue P-22 B 0.150 0.172 ms

VFD Bluish-Green ZnO:Zn 0.250 0.440 ms

PDP Red YGB (Y,Gd)BO3:Eu 0.640 0.360 μs
PDP Green ZSM Zn2SiO4:Mn 0.230 0.710 μs
PDP Blue BAM BaMgAl2O3:Eu 0.140 0.050 μs

2.1.4 Fundamentals of Display Parameters

To compare and to evaluate displays, measurement parameters and procedures are
necessary. The standards ISO 9241 and ISO 13406 are mainly used for determining
the display quality, a summary is given in [8]. The most relevant parameters are
described here in brief. Please note that all of these depend on various conditions
like warm up, lifetime, temperature, vibration and ambient light.

Luminance

One of the most basic parameters of a display is its luminance, measured in units of
cd/m2. Many tasks can be done with this single parameter, like maximum luminance
and uniformity of the screen. Typical application requirements are about 100 cd/m2

for office, 300 cd/m2 for multimedia and simulations. Avionics, military applications
and presentations are in the range of 5000 cd/m2, which is relatively small compared
with 105 cd/m2 of incandescent bulbs. Measuring the luminance allows calculations
like contrast ratio and grey scale

Contrast Ratio

If the luminance of a bright (e.g. white) and a dark (e.g. black) pixel or area is mea-
sured and divided according to the formula,

CR = Lbright

Ldark
=︸︷︷︸
with

ambient
light

Lbright + Lreflected

Ldark + Lreflected
(2.2)

the contrast ratio CR is obtained. Typical values for CRTs are about 100:1, with
PDPs being higher. High contrast ratios are usually regarded as quality parameter.
Unfortunately, the recommended value for eyestrain-free vision is about of 10:1 the
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value for paper. High contrast ratios cause dazzling in the same way as headlights
of an approaching car at night do! However, when ambient light is reflected on the
screen, its luminance must be added; therefore, the contrast ratio is lowered. Nearly
all contrast ratios given in specifications are measured without ambient light. If the
ambient light is too bright, the contrast ratio could become so low that the image
can’t be recognised.

Electro-Optic Curve

For displaying pictures and enhanced graphics, grey shades between dark and bright
are necessary, this is called the grey scale. Due to the characteristics of the human vi-
sion, a specific non-linear relationship (electro-optic curve) between data and the lu-
minance of the display is necessary (Fig. 2.9). The perceived brightness B (see (2.3))
shows a non-linear relationship to the luminance L of an electronic display, as the hu-
man eye is a quasi-logarithmic receiver. The parameter n lies in the region 0.3 . . . 0.4
(Weber–Fechner). The relationship can be also expressed by B ∼ log(0.41L + 1).
Both relationships have similar shapes. This is described more in detail in, e.g. [10],
while the measurement procedures can be found in [8].

The perceived brightness B and data D (grey level, centre) should be proportional
in computer and video systems with a display. The luminance L of a display depends
on the grey scale value D (input). To compensate for the left equitation, corrections
via hardware or software have to be applied to the electro-optical relationship of the
display (right). The so-called gamma value (γ ) has therefore to be set to about 2.5
(n · γ = 1). Note that in the WINDOWSTM based PCs and TV sets a gamma value
of about 2.3 is used, for APPLE MACTM systems a value of 1.8 is chosen.

B ∼ Ln; B ∼ D; L ∼ Dγ . (2.3)

Fig. 2.9. Human vision exhibits a non-linear relationship of the perceived brightness (····)
to the luminance (rel. input level). To obtain a linear relationship (—) of input signal (data,
voltage) to the perception, the luminance output of the display (- - -) must compensate the
perceived brightness
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Due to historic reasons (few cameras – many receivers) the luminance–brightness
relationship is adapted to CRTs. It seemed reasonable to have the correction circuitry
in the (few) cameras and not in the large number of CRT-receivers. Fortunately, CRTs
exhibit, without taking further measures, gamma values in the range 2 . . . 3, with 2.5
being typical.

Grey Scale Generation

The non-linear relationship between grey scale data D and the display’s luminance
L can be done in two ways (see Table 2.3): by an analogue value (e.g. voltage for
most of the electronic displays) which determines the grey scale or by dividing each
frame into subframes (8–12) of different length according to their specific value. The
latter is applicable for fastest switching displays like PDPs (Plasma Display Panels)
and DMD (Digital Mirror Devices), where the signal path from processor to the
light output is strictly digital. However, this requires the shortest response time in
the range of a few microseconds. The analogue and digital grey scale generation is
shown in Fig. 2.10.

Colour Generation

Modern multimedia applications require the capability of displaying colour on elec-
tronic displays. For many systems a sufficient readability with monochrome (e.g.
clocks) or area colour (e.g. meters with warning icons) displays can be achieved.
The latter means that a specific colour can only displayed in a certain area; full colour
displays show all colours independently of their location on the screen. A summary
of vacuum based displays and their ‘commercial’ colour capability is shown in Ta-
ble 2.4. Only CRTs and PDPs can be used for true colour displays. A good review of
colour and displays can be found in, e.g. [8–10].

Colour in full colour displays is generated by additive colour mixture via super-
imposing the primary red (R), green (G) and blue (B) subpixels (Fig. 2.11). There
are several possible arrangements for the subpixels, where the dot type delivers the
most impressive images. If the pixel pitch and the viewing distance are geometrically
in an appropriate relationship (viewing cone below 5 minutes of an arc, e.g. 0.3 mm
pixel pitch at 50 cm viewing distance) the subpixels merge to one colour impres-
sion. For example, white is recognized when the three primaries are activated and
the luminance of each primary has the appropriate value.

Table 2.3. Signal processing and grey scale generation for various displays; A: analogue,
D: digital

Display Signal processing Electro-optic driving

CRT A A
VFD, FED, LCD, . . . D A
PDP, DMD, . . . D D
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Fig. 2.10. Electro-optic curve for analogue grey scale displays (left), e.g. CRTs, and grey scale
by subframes for all digital displays (right) like plasma displays

Table 2.4. Colour capabilities in terms of commercial availability (2007) for different vacuum
based displays

Technology Monochrome Area colour Colour Pixel pitch/mm

CRT X X 0.3
PDP X 1.0
VFD X X 0.5
FED (X) 0.3

Colour Systems

Because human vision is, like all other senses, not suitable for reproducible mea-
surements, one needs appropriate methods for evaluating and comparing displays.
For colour, the first widely used system was the CIE 1931 (CIE xxxx: Commission
Internationale d’Éclairage, xxxx is the year of standardization). Despite some insuf-
ficiencies it is still the current standard in 2007.

The CIE 1931 colour space is shown in Fig. 2.12 (left). All possible colours are
within the boundaries of a horseshoe like curve from 380 to 770 nm, the ‘purple line’
connects the ends of the colour curve. In the upper area, the shades of green lie,
while red is in the lower right corner and blue in the lower left one. Colours from
continuous spectra, like lamps, lie within the curve, while single sharp peak spectra,
like those from lasers, are on the curve. ‘White’ (normally 0.33/0.33) has no colour.
The coordinates of the three display primaries (for typical values see Table 2.2) are
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Fig. 2.11. Typical (sub) pixel arrangements for vacuum based displays. The best color mix is
achieved for the dot type; however, this is only true for images and not for text. Stripe orders
result in a higher luminance because the active area is higher compared to dot displays. Due
to driving purposes of the matrix, all commercial flat panel displays use the regular RGB
stripe, as shown on the left. The pixel pitch equals the sequential spatial colour period. Typical
pixel pitches are 0.25–0.3 mm for CRTs and about 1 mm for PDPs which are therefore not
recommended for desktop monitors with low viewing distance

Fig. 2.12. CIE 1931 (left) and RGB (right) color system: The numbers on the horseshoe like
curve equal single wavelength emitters like lasers. The black body radiation is represented by
the dotted line and corresponds to a color temperature. For instance, white is usually defined
between 5000 and 9300 K. The luminance as third axis (colour space!) is not plotted here. The
RGB colour space forms a cube, it has basically no relationship to display parameters like
luminance and is therefore device dependant

standardised (e.g. NTSC) and normally connected with lines to form a triangle. Only
colours within this triangle can be displayed using specific grey scale values for the
primaries. The area of this triangle refers to the so-called (colour) gamut to describe
a potential lack of colour capability by the percentage of the standardization value.
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The colour coordinates of the primaries (and those of all displayed colours) however
are specified for dark room conditions. Therefore, any illumination is added to the
Tristimulus values and shifts the original display colour co-ordinate to that of the
light source. In case of a white illumination, we speak about ‘bleaching’ of colours
because they become lightened, the gamut decreases.

From the computer programmer’s point of view, software is usually based on the
RGB colour system (Fig. 2.12, right). It consists also of the three primaries RGB, but
their colour co-ordinate is basically undefined. The primaries span a box whose axis
is formed by the grey scale. The co-ordinates here have normalized values; therefore,
white is achieved when red, green and blue are fully on. The display itself transfers,
via electronics, the electro-optical curve and the properties of the phosphors to visible
light; this is described in detail in, e.g. [9]. Consequently, unless precautions are
taken, electronic displays are not interchangeable if colour is to be maintained. This
is a task of standardization and colour management.

Image Quality

The image quality of displays is influenced by several effects (see, e.g. [8]). Some of
them are described here.

• Analogue signals are limited by the bandwidth of the analogue signal path due to
low pass filter characteristics. For Flat Panels the AD converter is also relevant
as it affects the sharpness of the image, mainly for characters and high pixel
frequencies. The effect is measured as Modulation Transfer Function (MTF).
A rule of thumb formula is that the minimum analogue bandwidth should be
greater than 2×horizontal resolution × horizontal frequency. For example, the
video bandwidth of an XGA monitor should exceed 135 MHz.

• Deviations from the gamma curve allow different grey shades to merge together.
As a consequence, a reduced number of grey shades and colours can be recog-
nised on the display.

• Electro-magnetic interference (EMI) increases due to the sensitivity of signals to
high frequency radiation, power supply artefacts and ghosting of neighbouring
pixels.

• All phosphor based displays show a degradation of the emitted light related to the
duration and the luminance of the corresponding pixel emissions. This limits the
lifetime (e.g. time to half luminance, CRT about 10 000 h, PDP about 10 000 h);
for long term fixed display content, an image will ‘burn in’. This means that the
image remains ‘visible’ even if another image is shown. Another corresponding
effect occurs for colour displays (RGB phosphors) if the lifetimes of the pri-
maries are different. In most cases blue has the shortest one; therefore, the white
point of the display is shifted to blue with increasing operation time.

• Effects of scaling and displaying video on Flat Panel Displays.
• The Moiré effect as colour noise occurs for colour displays if the image raster

frequency and pixel pitch are nearly identical.
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• Ambient light is reflected on the screen and superimposes the light that is pro-
duced by the emissive display itself. The reflected luminance affects both dark
and bright pixels so that the contrast ratio is decreased. This leads, together with
grey scale degradation and colour shift (to white for a white illumination resulting
in a reduction of gamut due to ‘bleaching’ of colour), to a significant degrada-
tion of readability. Most of the emissive displays can’t be read in bright sunlight.
There are various methods to reduce the intensity of reflected light by louvers,
anti-reflection and anti-glare methods.

2.1.5 Comparison of Various Display Technologies

When designing a new electronic device with a display, it is necessary to know which
technology is the most suitable; requirements and characteristics of various applica-
tions can be found, e.g. in [11, 12]. This depends on the data to be displayed and the
viewing distance. Both parameters result in an optimum screen size, pixel pitch and
required resolution. Ambient light dictates the value for the luminance of the display
and the need for a low reflection coefficient (in bright conditions). Power consump-
tion, which could be expressed as efficiency, and the display depth is an issue for
mobile devices. When displaying video, colour capability is required. The response
time for video applications or other fast changing content should be in the region
of the frame time, which is typically 16.7 ms for 60 Hz frame rate. Many industrial
and public information applications operate 12 or more hours per day, so the lifetime
of the display should be high (one year of continuous operation equals 8760 h). The
price is compared on a relative amount per inch screen size.

Table 2.5 gives a rough review for typical features of major display technologies.
CRT is the display of choice for medium size and lowest cost, while PDPs target
applications with large screen size and low depth. VFDs are mainly used as low
information content displays. FEDs are still under development. The situation in
2007 is as follows: Liquid Crystal Displays (LCD) are currently the most universal
display technology for nearly all applications from 1′′ to 50′′ screen size. Standard
TV sets are the dominating application for CRT because of it’s low price, while larger
screen sizes are the favourite application of PDPs. Turnover, production and forecast
of various display technologies and applications can be obtained via [1].

2.2 Cathode Ray Tubes (CRT)2

There are only a very few inventions in the modern world which changed the way of
life so dramatically like the Television did. Almost no other means opened the eyes
of so many million people to the world. The Cathode Ray Tube as the key component
is still the magic focus point of countless people every day and night.

2 Please refer to G. Gassler.
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2.2.1 Historical Development

If in the year 1897 Ferdinand Braun, the inventor of the Cathode Ray Tube, would
have asked a banker for any amount of venture capital to finance the development of
the “future billion pieces display”, very most likely he would have exposed himself
to ridicule. Hundred years later still more than hundred million CRT’s are manufac-
tured every year. Despite the upcoming of flat panels in the beginning of twenty first
century with reasonable quantities, the vast majority of all displays used worldwide
are still using the same basic principle of Mr. Braun’s invention. Countless publica-
tions on all kind of CRT details were made; [13] gives an excellent review of CRT
technologies with a lot of further references.

Table 2.5. Comparison of Vacuum Displays and Active Matrix LCDs on the basis of commer-
cial available types with large screen size (direct view) in 2007

Feature CRT for CRT for PDP VFD FEDa AM LCDb

TV set PC monitors (PC and TV)

Screen size /′′ 20–30 17–19 42–70 1–5 5 15–50
Depth /cm 40–60 40 10 1 2 1–10
Resolution PAL SXGA HDTV – QVGA HDTV
Pixel /×105 4 13 4 <0.1 0.8 13
Pixel pitch /mm 1 0.3 1 0.5 0.5 0.3
Luminance /cd/m2 100 200 500 1000 100 300
Efficiency /lm/W 2 0.5 1 1 1 2
Colour capability ++ ++ + – o ++
Response time 20 10 17 10 17 25
/msc

Lifetime /h 10 000 10 000 10 000 10 000 1000 50 000
Price / €/′′ 3 5 20 20 – 5–20

a FEDs only prototypes
b LCD for comparison
c 20 ms for 50 Hz, 17 ms for 60 Hz frame rate

Fig. 2.13. Basic principles of magnetic and electrostatic deflected Cathode Ray Tube
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2.2.2 Electrophysical Fundamentals

The basic principle of generating an image with a Cathode Ray Tube is illustrated in
Fig. 2.13.

Inside an evacuated glass envelope an accelerated and deflected electron beam is
focused on a screen, which converts the invisible electrons to a visible image. The
deflection itself can be based either on electrostatic or on magnetic forces to the
electrons.

In order to protect the electron source and the electron beam from being exposed
to air, the glass envelope has to be evacuated. Consequently, bigger sized evacuated
glass bulb needs mechanical protection against implosion.

Electron Beam

The vast majority of all today cathode ray tubes in TV and in professional appli-
cations are using Oxide-cathodes as a source for generating an electron beam. In
cases where very long lifetime (up to 100 000 h), together with higher beam currents
(2 A/cm2), is required also more costly dispenser type cathodes can be found.

The mean thermal energy of an electron at room temperature is around 0.025 eV.
To emit an electron, it is therefore necessary to heat up the emitting surface to a
temperature between 600–2000◦C to exceed the material dependent work function.
Alkaline earth oxides like BaO with a work function between 1.2 and 1.8 eV can
reach a current density of several hundred mA/cm2 at temperatures around 700◦C.
The basic setup of an oxide cathode is illustrated in Fig. 2.14.

During manufacturing a layer of Barium carbonate BaCO3 is sprayed on top of
the cathode sleeve. This layer gets converted to BaO in a transforming process at the
end of the exhausting of the cathode ray tube. The emerging CO2 is pumped out at
the same time. Thus,

BaCO3 → BaO + CO2. (2.4)

In order to reduce the work function furthermore, the top layer of BaO close to the
surface is reduced to metallic Ba in a final activation step. The resulting oxygen and
also all kinds of residual gases inside the glass envelope are absorbed by efficient
getter materials.

The task of the electron gun (see, e.g. [13], p. 287ff) is to form a well defined
beam of electrons, which can be modulated in its intensity and has its focal point

Fig. 2.14. Setup of an Oxide Cathode
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Fig. 2.15. Electron-optical setup of the “Beam-Forming-Region” of an electron gun with ex-
emplary voltage

Fig. 2.16. Design of an Einzel Lens Electron Gun

on a light emitting screen (see Fig. 2.15). Electrons coming from the cathode are
accelerated and focused to the so-called Crossover by an appropriate electrical field
between the cathode, Wehnelt Cylinder and the first accelerating electrode. By al-
tering the voltage at the Wehnelt Cylinder, the flux of electrons through the small
aperture hole can be adjusted and therefore the resulting brightness on the screen.

The electron beam can be focused to the screen by a set of electromagnetic lenses,
see [14, 15]. The focusing characteristics are depending on the speed of electrons
caused by the accelerating voltages and the potential differences between neighbour-
ing electrodes. Typical anode voltages are in the range from several kilovolts up to
40 kilovolts in special applications.

For the focusing of the electron beam basically two different types of configura-
tions can be used, the Einzel Lens or the Bipotential Lens. An exceptional setup is
formed by the Magnetic-Focus Lens. Typically the Einzel Lens design uses a low fo-
cus voltage at around 0 to 400 V and can be found in oscilloscopes, low and medium
resolution monitor tubes, see Fig. 2.16.

Better resolutions at shorter overall dimensions can be achieved with the concept
of a Bipotential Electron Gun design. The focus voltage varies with the specific de-
sign between 25–30% of the final anode voltage. The Bipotential Electron Gun is the
standard design for Colour TV tubes and high resolution monitors, for instance for
medical imaging, see Fig. 2.17. Special optimized concepts for professional appli-
cations are achieved by intensive use of computer based electron optics simulation
programs.
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Fig. 2.17. Design of a Bipotential-Lens Electron Gun

Fig. 2.18. Design of a Magnetic-Focus-Lens Electron Gun

Fig. 2.19. Electrostatic deflection of an electron beam

Additional improvements up to very high resolutions are possible by using a
magnetic focus lens concept. The extremely smooth characteristics of such a lens
results in very low disturbances of the electron flux and therefore an optimum spot on
the screen. A comparable big overall length of this tube design reduces its application
to cases where resolution is of key importance. Examples are reprography systems
for the film industry and high performance projection systems for flight simulators,
see Fig. 2.18.

Electrostatic Deflection of Electron Beam

The principle of electrostatic deflection (see, e.g. [13], p. 200ff) is mainly used to
display all kinds of electrical signals on oscilloscopes. The basic set up is shown in
Fig. 2.19.
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An electron beam with the initial velocity

v0 =
√

2eU0

m
(2.5)

is drifting through two parallel deflection plates and gets deflected by the electrical
field

E = −Up

d
. (2.6)

The potential Up is proportional to the interesting signal, which should be displayed.
The deflection d or the deflection angle of the beam is given by

d = L · b

2a
· Up

U0
, (2.7)

where L is the distance of deflection plates centre to the screen, b is the length of
deflection plates and a is the distance between deflection plates.

The deflection coefficient

k = Up

d
(2.8)

of an oscilloscope tube is one of the key figures. The development of fast A/D con-
verters and low cost data storage systems brought the end to the premium class of
highly sophisticated broadband and storage oscilloscopes. Except for some very spe-
cific applications, most of these technical highlights in the development of CRTs
vanished in the meanwhile from the labs and are sometimes maintained only by
some respectful senior technicians.

Magnetic Deflection of Electron Beam

When exposed to a magnetic field, a free flying electron beam will be deflected by the
Lorentzian Force. The electron beam faces this force perpendicular to its direction
of flight and perpendicular to the direction of the magnetic field. It is evident that
the velocity of the electrons remains unchanged during magnetic deflection. The
following calculations are described more in detail in [13], p. 233ff.

�F = e[�v × �B]. (2.9)

The deflection angle Φ arising from a homogeneous magnetic field B of length L

(Fig. 2.20) is given by

sin Φ = e0 · L · B
mv

. (2.10)

Using the expression for the velocity of the electron beam

v =
√

2 · e0 · U0

m
, (2.11)

the resulting deflection angle will be
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Fig. 2.20. Deflection of an electron beam in a perpendicular magnetic field

sin Φ =
√

e0 · L · B

2m · √
U0

, (2.12)

where e0 is the charge of the electron, m is the mass of the electron, v0 is the velocity
of the electron and U0 is the accelerating voltage. This means that the deflection
angle is proportional to the strength and the length of the magnetic field and inverse
proportional to the square root of the accelerating voltage.

The failures created by a real magnetic deflection system can be split into three
categories. Aside from the deflection angle Φ, the divergence angle α of the electron
beam inside the deflection area is of importance. The failure categories are:

coma failures ∼ α2Φ,

astigmatism ∼ αΦ2,

distortion ∼ Φ3.

For practical use the magnetic fields are generated in a deflection coil, which is
placed on the back of the tube. In order to increase the magnetic field strength, the
copper wires are winded around highly efficient magnetic ferrites.

High resolution monochrome monitor tubes for medical applications are able
to display images of 5 million pixels on a 21′′ screen with extremely high contrast
ratio. As monochrome Cathode Ray Tubes are not limited by a pixelated screen, their
limitation is mostly given by the electron optical design of the electron gun, [15].

The magnification of a failure free image is described by Abbe’s law (Fig. 2.21)

V = b

a
·
√

UK

US
= sin αK

sin α
·
√

UK

US
≈ αK

α

√
1

US
. (2.13)

The achievable resolution of an electron gun is influenced basically by 3 effects:

• cathode temperature,
• spherical aberration of the lenses,
• space charge repulsion.

Due to the thermal velocity distribution of the electrons coming from the cathode,
the crossover will always have a certain size. Therefore, the image on the screen will
show a Gaussian intensity profile, even after passing failure free lenses.
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Fig. 2.21. Abbe’s law; a is the object distance, α is the aperture at screen, b is the image dis-
tance, UK is the potential at crossover, αK is the aperture at crossover, and US is the potential
at screen

Fig. 2.22. Influence of broadening effects on the spot size

Using Abbe’s law, one can determine the spot size at a given cathode temperature

dT = 4r0

α
·
√

3kBT

eU
, (2.14)

where r0 is the radius of the emitting surface on the cathode, kB is the Boltzmann
constant and T is the cathode temperature. This equation shows that the spot size
depends on the radius of the emitting cathode surface and the beam angle. At higher
brightness and therefore higher cathode current the spot size will grow consequently.
The second factor for the spot size is coming from the mutual repulsion of the elec-
trons inside the beam, and it is inverse proportional to the beam angle α.

Strictly following the analogous optical lenses also an electron optic lens has its
spherical aberration failures. These failures increase with the power of three dramat-
ically for larger beam apertures of α. All the three influences can be summed up as

d =
[(

C1

α

)2

+ (C2α
3)2

]0.5

. (2.15)

In Fig. 2.22, the graphs of the contributions to the spot size are plotted. The design of
an electron gun means in practice to find an optimum solution between the different
influences on the spot size. A more detailed analysis shows that the biggest efforts
have to be spent first to a small beam angle α. This can be achieved by a so-called
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Fig. 2.23. Difference of focus surface and screen

Fig. 2.24. Dynamic focus over the screen (left) and geometric distortion of the spot (right)
caused by geometric projection

pre-focusing lens within the Beam Forming Region (BFR). High resolution CRTs
are realized with very sophisticated, low tolerance designs of the BFR.

From Fig. 2.23 it is easily seen that a fixed focus electron gun can be brought to
best focus only at a certain point. When deflected, this point will grow to a ring on
a sphere, depending on the rate of deflection. The inner side of the glass faceplate
will always have a different radius compared to the distance between the main lens
and the screen, therefore dynamic focusing is required. This is realized by adding a
dynamic parabolic term to the static focus, depending on the location of the deflected
spot.

For very high resolution monitors also a dynamic astigmatism control (Fig. 2.24)
can be added which corrects for distorted spot sizes due to the geometric projection
of a deflected spot, see [13], p. 295ff.

2.2.3 Present State-of-the-Art

The conversion of an invisible electron beam to a viewable image gets realized when
the beam hits an inorganic layer of small crystalline powder. According to the ap-
plication, the type of phosphor is selected for its emission spectrum and brightness
efficiency. By adding certain doping material to the basic crystal structure, the emis-
sion characteristics of the phosphor can be optimized.

The nomenclature, in Proelectron or EIA notation, emission colour, colour coor-
dinates with reference to the Kelly-Diagram, chemical components and persistence



108 K. Blankenbach, G. Gassler, H.W.P. Koops

Table 2.6. Emission colours and chemical components of some usual phosphors

Phosphortype Colour CIE 1931 Coord. Chem. comp. Persistence

Proel. EIA x y

BE P11 blue 0.139 0.148 ZnS:Ag 10–1000 μs
GH P31 green 0.226 0.528 ZnS:Cu 10–1000 μs
GJ P1 yellow/green 0.218 0.712 Zn2SiO4:Mn 1–100 ms
GY P43 yellow/green 0.333 0.556 Gd2O2S:Tb 1–100 ms
KJ P53 yellow/green 0.368 0.539 Y3(Al,Ga)5O12:Tb 1–100 ms
RF P56 red 0.640 0.335 Y2O3:Eu 1–100 ms
WB P45 white 0.253 0.312 Y2O2S:Tb 1–100 ms

time of some important phosphors are listed in Table 2.6, more information is given
in [13], p. 185ff.

For any process of phosphor deposition onto the glass faceplate of the CRT, the
basic principle how phosphor screens are made up is very similar for all kind of
applications.

• The phosphor grains of 3–10 μm particle size are glued on the glass faceplate
either in a Settle-process by Potassium-Silicate or a photochemical reaction of
some added components.

• On top of the phosphor a very thin acrylic layer is sprayed and dried.
• Above the acrylic layer a small amount of aluminum is evaporated under vac-

uum and creates a reflective mirror for all the light, which is emitted to the rear
side of the tube. The acrylic layer acts only as a barrier during this aluminum
evaporation process. Otherwise, the aluminum would penetrate the unprotected
phosphor and destroy its emission capabilities. After completion of the screen
and before closing of the CRT, the organic compounds of the acrylic material are
baked out at high temperature.

Except some very special products like Penetron- and Beam Index CRTs, hundreds
of millions of CRTs for consumer and professional applications are using the same
concept of generating a coloured image by the combination of three electron guns
for the three primary colours. The correlation of the individual electron gun and the
assigned phosphor dot is made possible by a shadow mask between electron gun and
phosphor matrix.

The original design for colour CRTs, where the three electron guns formed a
triangle, was called a “Delta” configuration (Fig. 2.25, left). The holes in the shadow
mask and the phosphor dots were round. Newer designs are using the cheaper “In-
Line” gun concept (Fig. 2.25, right). In this design the two outer guns are slightly
tilted against the central gun, so they can match the same hole of the shadow mask.
In another modification the holes of the shadow mask became long and the phosphor
is deposited in stripes.

In order to improve the contrast ratio of the screen, the area between the phos-
phor dots is covered with dark material and works as a “Black Matrix” in which
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Fig. 2.25. Basic principle of a shadow mask CRT in Delta (left) and In-Line (right) configura-
tion

the individual phosphor dots are embedded. By this, also slight misalignments of
the beams do not lead to a colour shift or colour impurity when the beam does
not hit perfectly the assigned phosphor dot. A comprehensive review can be found
in [13], p. 263ff.

An additional increase in contrast is gained by using tinted glass for the faceplate,
which has to withstand the bombardment of electrons at high accelerating voltages
without browning effects. The resolution of a colour CRT is given by the distance
between neighbouring RGB-triplets of phosphor dots or stripes. The so-called pitch
of a standard TV CRT is approximately 0.8 mm, where very high resolution profes-
sional colour CRTs can go down to 0.15 mm.

It is obvious that the shadow mask absorbs quite a large portion of the overall
electron beam. At typical anode voltages of 25 kV and beam currents of approxi-
mately 300 μA, the mask will be loaded with more than 10 Watts thermal power.
The resulting extension of the metal mask leads to the “doaming effect” when the
electron beam does not hit the mask holes anymore at the right position and there-
fore also not the right colour phosphor dots. A black coating of the mask helps here
to reduce the temperature by thermal radiation. For high resolution colour CRTs
it is necessary to reduce this failure further on by using a special material for the
mask with a very low expansion coefficient, e.g. so-called Invar or even Super-Invar
steel.

To avoid any colour fringes the three electron beams have to match each other
perfectly in the mask’s holes. In the centre of the screen this can be optimized by
static convergence corrections. With static magnetic quadrupole and 6-pole fields
the angle between the neighbouring electron beams can be fine tuned for best per-
formance (Fig. 2.26). Outside the screen centre of a CRT equipped with an In-Line
gun, convergence corrections can be implemented by design into the yoke, leading to
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Fig. 2.26. Convergence corrections with static quadrupole- and 6-Pole magnetic fields used
for an In-Line gun

a self-convergence over the entire screen. Convergence corrections for a Delta-gun
need a quite complicated arrangement of small, individual magnetic tabs.

The effect of changing the magnetic environment can be easily seen on board of
airplanes, when TV monitors see heavy shifts in colour purity caused by the changing
Earth magnetic field. To shield the CRT against magnetic disturbances at a fixed
location, a magnetic shielding is incorporated inside the glass funnel of the CRT. To
achieve a good color purity all around the globe it is nevertheless necessary to adjust
it to the local magnetic environment.

In addition to a vast number of CRTs for consumer applications, there is a variety
of CRTs which are specifically designed for use in all kind of industrial, medical or
military applications (see, e.g. [12]). The most demanding designs are required for
use in civil and military aircrafts and vehicles.

The extreme optical performance requirements have to be combined with the
ability to withstand the harshest environmental stress, like fast temperature changes
in the range from −54◦C to +105◦C in operation, shock and vibration of the whole
system to levels, where a standard CRT would burst immediately into piece parts,
see [16, 17]. To achieve such robustness, a detailed analysis of the resonant frequen-
cies and behaviour of all parts is necessary. With this understanding special fixtures
can be designed to hold the precisely aligned electron gun inside the calibrated glass
neck of the tube. The whole CRT is assembled into a massive flange and potted with
the yoke mounted on into a μ-metal shielding.

Since military aircrafts are flying up to high altitudes, where the sun is shining
directly on the displays of the cockpit, it is necessary to show the data symbols with
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extreme brightness. Such a brightness up to 100 000 cd/m2 can be achieved when the
yoke of the CRT is driven in a vector or stroke mode. This means that the image
of the CRT is not generated in a raster scan, the electron beam is moved exactly in
the way the individual character is written. The consequence of this stroke mode is
that no time is lost anymore for writing lines without any information. Therefore,
the writing speed can be reduced to moderate levels in order to gain more efficiency
from the phosphor.

Special CRTs using these technologies are Head-Up-Displays (HUD) and
Helmet-Mounted-Displays (HMD). HUD-CRTs project their image onto a half-trans-
parent glass plate, which is placed in the viewing direction of the pilot. By this, the
pilot can see the information directly in front of him without moving his head down
to the instruments. HMD-CRTs are mounted directly inside the helmet of a pilot and
project their image onto the inner side of the helmets visor. Of course, the dimen-
sions of these kinds of CRTs are very small, approximately 1/2′′ diameter screen
size, and also very light weighted. Nevertheless, the resolution is better compared to
a standard video.

There are additional numerous high performance applications for CRTs, from
highest resolution medical imaging of X-ray pictures to projection CRTs for profes-
sional flight simulators or reprography systems for the film industry.

2.2.4 Future Aspects

From a pure technical point of view it is obvious that most of the development work
is no more spent for improvements of Cathode Ray Tubes. Nevertheless, even during
the most recent shows of the display industry CRT’s have to not to hide themselves
with respect of performance and image quality.

From a commercial point of view Cathode Ray Tubes are still the dominant dis-
play in the global market. Especially when one is not only looking to the most ad-
vanced societies, CRT’s will be the display of choice because of cost reasons in a lot
of developing countries. Asides from the cost aspect, CRTs may keep their niches
in various professional applications, where small lot size production is not attractive
enough for the flat panel industry to justify the development of special application
displays. Therefore, Mr. Braun for sure would have made the ultimate deal if he
would have secured any percentage of commission.

2.3 Plasma Panel Displays (PDP)3

Plasma Displays, an emissive flat panel technology combined with a relative large
pixel size, are highly suitable for computer data, images and video heading public
information, presentation and TV sets.

3 Please refer to K. Blankenbach.
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2.3.1 Historical Development

Electrical discharge in gases is one of the oldest known phenomenons to produce
light. Around 1900 this effect became understood as electron beams. Gas discharges
are the basis of devices like gaseous triode, rectifying tubes and surge arresters. They
break up neutral atoms or molecules into ions and electrons, this state is called
plasma – often named as fourth state of matter. An often unknown fact is that the
first display application of plasma was the NIXIE tube, as briefly described in the
historical development of vacuum displays (Sect. 2.1.1). The technology of plasma
displays was invented in the early 1960s, being commercialised about 10 years later
with monochrome displays using the orange-red emission of neon gas [18]. Plasma
phosphors are based on oxides, while CRTs rely on sulphides. Colour PDPs [19]
were introduced around 1995, while mass production started 5 years later. The most
widespread screen size was 42′′ (1.06 m) with an aspect ratio of 16:9 and WVGA
(832 × 480) resolution. Nowadays (2007) PDPs address the HDTV market. In the
mid 1990s plasma driven LCDs were developed but never became a product.

2.3.2 Electrophysical Fundamentals

The basic principle of all plasma displays is to discharge and generating a glow by
exciting ions that collide with each other. This effect is also the basis of fluorescent
neon tube lighting. If a voltage is applied to a capacitor within a tube filled with a
low-pressure gas, several states can occur. At low voltages the gas acts as insulator.
By increasing the voltage, a breakdown occurs, the gas becomes ionised and the cur-
rent through the tube increases by some orders of magnitude. This current has to be
limited for display applications. A display related summary of gas discharges can be
found in [20, 21].

Figure 2.27 gives review of the large variety of plasma displays, details can be
found, e.g. in [12, 22]. The waveform of the driving signal to generate the plasma
is the main categorisation characteristic. Plasma devices can be driven either by
directed (DC) or alternating (AC) current. DC electrodes interface directly with
the gas, while AC electrodes, to enhance their lifetime, are shielded by dielectric
films from the plasma. The electrodes form, in the simplest case, a capacitor with
gas in between the plates. When they are covered by a dielectric, charges can be
stored on theses films forming a capacitor – it results in the memory type. How-
ever, there is no plasma display technology available which uses the DC memory
effect. Another advantage of the ‘internal’ capacitor is the limitation of the break-
down current when igniting the plasma. The refresh type uses a resistor in series
to the pixel capacitor; one DC application was the NIXIE tube. For typical lumi-
nance required in applications, the dot matrix refresh types are limited to around 200
lines, which is too small for computer or video applications. Only the dot matrix
AC type was in mass production when this book was written, therefore this chapter
focuses mainly on the AC Memory Type Dot Matrix display, which is highlighted
in Fig. 2.27.
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Fig. 2.27. Plasma display tree, only AC memory dot matrix displays are currently (2007)
commercially available as large information panels and TV sets

Fig. 2.28. Elements of a simplified AC Memory Plasma Display pixel

This most common plasma display is constructed as a three electrode surface dis-
charge AC device, as shown in Fig. 2.28. The panel consists of two glass plates. The
front plane with 2 parallel transparent electrodes (row and sustain, made of Indium
Tin Oxide) faces the viewer. An insulation layer, covered by MgO acting as dielec-
tric, completes this assembly. On the backplane, the column electrode is placed, of-
ten made by Ag by photographic process or screen printing. Sand blasted barrier ribs
prevent crosstalk between the pixels of a column and are used as spacers keeping the
two glass plates parallel. On the inner side of these ribs and on the address electrode,
phosphor is placed. Both subassemblies were processed separately and then sealed
together. After evacuation the panel is filled with gas, typically Neon with 10%Xe
mixture at a pressure of about 500 Torr for colour plasma displays; Xe reduces the
threshold voltage by the Penning effect.

If a voltage above the threshold value (typically 200–500 V) is applied between
two electrodes, the electric field accelerates free electrons to high velocities to ionize
the atoms of the gas. This plasma emits UV radiation at 147 nm by exited Xe atoms
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for modern AC Ne:Xe displays. This invisible emission is converted to red, green
and blue by exciting the corresponding phosphor. Because of the capacitive coupling
an AC voltage is required for subsequent light pulses.

The sequence for activating a 3-electrode AC PDP is shown in Fig. 2.29:

• Priming and Data-write Discharge (ignition, left)
First a voltage (about 250 V) is applied to the scan (X) and sustain (Y) electrodes
causing a priming discharge. Then a voltage is applied between scan (X) and
column (data) for the pixel (selected cells) to be stimulated. The gas is ignited
and emits radiation. The duration of priming and data-write discharge lasts about
2 μs and is required per line. The priming discharge is sometimes made outside
the visible display area in the rows at the top and bottom of the plasma panel. The
surface charge on the walls of the initialised pixels last longer than the duration
for scanning all the lines (memory effect).

• Sustaining Discharge (centre)
An AC voltage (about 150 V, 50 kHz) between scan (X) and sustain (Y) elec-
trodes is added to the voltage from the wall charge created during the ignition
phase. This causes a surface discharge from which UV rays are emitted. This step
is repeated as often as it is required for the grey shade to display. Cells without a
wall charge (not addressed in the first step) can’t light since the ignition threshold
isn’t reached – the sustain voltage is lower than the breakdown voltage. Because
the repetition frequency is high, the light pulses merge for the observer. A mean
luminance corresponding to the number of pulses is detected.

Fig. 2.29. Waveforms and light emission of an AC PDP pixel (simplified)
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• Erasing Discharge (right)
A lower voltage (and often with a shorter pulse) is applied between scan (X)
and sustain (Y) electrode. This should neutralize the wall charge and prepare the
pixel for the next addressing (frame or subframe).

Because the pixel information after the data-write discharge (ignition) is ‘held’ for
the sustaining phase, this driving mode is called memory mode, opening the gate
to high resolution plasma displays; all rows are scanned and the corresponding pixel
information (ON or OFF) is written by the address electrode (column). After all rows
are scanned, the panel is ‘loaded’ with the information for each pixel, and during the
sustaining phase all selected pixels will light. The time needed for ignition is about
1 μs, the recovery time (gas goes from ionized to the neutral state) in the range of
10 μs. A deeper look from the systems point of view is in the chapter about driving
of PDPs. An excellent review on calculations for the driving voltages can be found
in [23]. The AC type cannot emit light continuously because the capacitors don’t let a
continuous current pass. This is opposite to the DC type, which is limited in current
by a resistor. When ions collide with the phosphor, sputtering will occur because
of the relative large mass of the ions. This degrades the phosphor and reduces the
lifetime of the display significantly.

Some features of gas discharges make them very attractive display devices. Pas-
sive Matrix addressing can be done as the threshold voltage dependency is very steep
(only ON and OFF mode) and the efficiency is relatively high (about 1 lm/W).

2.3.3 Present State-of-the-Art and Applications

Currently (2007) the most widespread PDP has HD ready resolution (720 lines) and
an aspect ratio of 16:9. This is shown on the left side of Fig. 2.30, on the right, a 42′′
PDP is shown. A major issue for applications with PDPs is the different ageing of
the phosphors; typically the blue one has a lower lifetime compared to red and green.
Therefore, plasma panels tend to a shift of the white point to yellow with increasing
operating time. One can reduce this effect by avoiding static screen content like that
of check-in displays at airports.

Fig. 2.30. Simplified structure of a AC colour plasma panel with WVGA resolution
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Fig. 2.31. Block diagram of AC memory plasma display electronics

Fig. 2.32. Grey scale generation by subframes. The sequence of Fig. 2.29 has to be generated
for every subframe; the value of the grey scale subframe determines the number of sustaining
pulses

Figure 2.31 shows the block diagram of a PDP [11] including analogue signal
processing. At first, the analogue signal is converted to digital data (ADC), and these
data have to be fitted via software to PDP driving patterns; some details are described
in Table 2.1. The according signals for rows and columns are shown in Fig. 2.29. The
challenge in PDP electronics is the relatively high voltages needed for igniting and
sustaining the plasma, which is very costly and consumes a lot of electrical power.

Due to the sharp discharge–voltage characteristic, passive matrix driving is suf-
ficient even for high-resolution displays in comparison, e.g. to LCDs, where a costly
active matrix addressing is mandatory for high pixel counts. Another consequence is
that PDP pixels can only be switched ON or OFF. This allows an all-digital display,
with the grey scale being generated by subframes (Fig. 2.10). As the sustaining fre-
quency is very high, the pulses merge to a mean grey shade for the eye. The driving
scheme for one frame is shown in Fig. 2.32: Each subframe consists of two parts,
address and sustaining. In the address sequence (compare to Fig. 2.29, ignition, no
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or nearly no light is produced) all of the pixels, which should lit in the correspond-
ing subframe, are initialised; this lasts typically 1 ms (480 lines × 2 μs per line). All
selected pixels emit light during the sustaining phase. The number of pulses rep-
resents the grey value of the subframe. The maximum luminance of the display is
therefore limited from the drivers’ point of view by the addressing phase which lasts
about 50% of the total frame time for 60 Hz (16.7 ms) and 8 subframes. Luminance
can be increased either by faster addressing or by a higher sustaining frequency, but
both methods are very costly. Other optimizations are based on phosphors and gas
characteristics. Furthermore, PDPs are sensitive to false contouring when displaying
moving objects on the screen using subframes.

The advantages of Plasma Display Panels are their large size, while keeping the
depth shallow (10 cm), video capability by adequate colour gamut and fast response
time. Latest developments in 2006 target sizes large than 60′′ with full HDTV res-
olution. Some drawbacks, like readability in bright sunlight and high power con-
sumption (300 W for 42′′ causes relative high heat generation), could be accepted
in many video applications. The images to be displayed should be examined to pre-
vent degradation of public information displays, such as timetables and advertise-
ment, due to PDPs’ relative short lifetime (about 10 000 h, burn-in) and differential
RGB ageing (colour shift). These effects can be reduced by complementary colours,
screen savers and by avoiding logos and icons displayed on the same area. Due to
their relatively large pixel size of about 1 mm (colour pixel), PDPs are not useful
for applications with low viewing distance, e.g. desktop monitors. In comparison to
CRT displays, PDPs show no linearity and convergence errors and are insensitive
to magnetic fields; they are lightweight (20–30 kg) compared to large-sized CRTs.
Improvements in the light output are being introduced by FUJITSUTM replacing the
sustain electrode by the neighbouring addressing one and driving the panel in the
interlaced mode.

2.3.4 Future Aspects

In 2004, more than 2 million PDP units, most of them 42′′ and 50′′ types, were
shipped worldwide with a total value of about 5 billion $. The sold units in 2007 are
supposed to increase by a factor of 4, while the revenue rises about a factor of three.
A colour pixel pitch of 1 mm makes PDPs very attractive for HDTV with 720 lines.
In this case, all ergonomic requirements fit very well; typical distance of observer
is about 3 m for TV displays, while the human visual resolution being there about
1 mm; the minimum diagonal for 720 lines and 16:9 aspect ratio is about 50′′. This
gives great opportunities for PDPs for high volume production in the future.

2.4 Vacuum Fluorescent Displays (VFD)4

The first flat panel display technology was created by transferring the fundamen-
tals of CRTs to flat devices using a broad electron source and no deflection – the

4 Please refer to K. Blankenbach.
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outcome was named as Vacuum Fluorescent Displays. Their construction is like a
triode. Major VFD applications target low information content displays in house-
hold appliances and automotive displays. As an emissive technology, VFDs have a
large viewing angle. Due to their high luminance output, they are even applicable
in bright ambient light conditions. Compared to other vacuum based displays, they
have relatively low driving voltages.

2.4.1 Historical Development

The first commercial VFDs were developed by ISE and FUTABA around 1965 as
8-segment single tube displays, partially replacing NIXIE tubes. Some years later,
multiple digits were integrated into one device making the construction of small
numerical displays, e.g. for calculators possible. The early history of VFDs can be
found in, e.g. [24]. Typically VFDs glow green. As the number of segments (pixels)
increased, multiplex and matrix driving was introduced. Since 1990 graphic displays
up to QVGA are available with colour capability, mainly sold as area colour devices.
Because of their relatively high power consumption, VFDs were replaced in mobile
devices by LCDs like in calculators around 1980.

2.4.2 Electrophysical Fundamentals

As shown in Fig. 2.33, an evacuated glass tube holds the basic elements of VFDs,
see, e.g. [11, 25]. The cathode is a thin tungsten filament (diameter around 20 μm,
shouldn’t be visible) coated with BaO for electron emission, which is heated up to
600◦C to emit thermal electrons. A metallic mesh forms the grid; the structured an-
odes form the pixel shape and are phosphor-coated (usually bluish-green ZnO:Zn
with the peak at 505 nm and a half-width of about 100 nm). Due to these discrete
elements, neither focussing nor deflection are necessary compared to CRTs. The pro-
duction processes for the anode and layer structure (including insulation) are made
by thin- and thick-film processing, which are reliable and relatively inexpensive. The
light emission is controlled by both grid and anode voltage, typically in the range
of 20–50 V at currents of about 10 mA. Therefore, low voltage phosphors are used
opposite to those requiring an acceleration voltage of 20 kV as in CRTs. The electri-
cal function is that of a triode: the grid and anode voltage, which should have both a
positive polarity for light output by electrons hitting the phosphor layer, accelerates

Fig. 2.33. Major elements of a Vacuum Fluorescent Display
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Fig. 2.34. Light emission of VFDs by modulating the number of electrons hitting the phosphor

electrons from the hot cathode. In comparison to CRTs, the electrons hit the phosphor
on the same side as the observer (like PDPs), resulting in a peak luminance of up to
30 000 cd/m2 with efficiency of 5 lm/W being achievable. Additional information on
VFDs can be found in [4].

The fundamentals of driving VFDs by grid and anode voltages are demonstrated
in Fig. 2.34. The cathode (filament) emits electrons, which are influenced by electric
fields. In the case where both the grid and anode (left) have positive voltages, the
pixel is selected, and the electrons can pass the grid and hit the anode emitting light.
Because the phosphor layer would be charged, it must be conductive to avoid a neg-
ative potential. A negative potential of the grid blocks the electrons from reaching
the anode despite their voltage (centre). If the grid is positive and the anode negative,
the electrons are absorbed by the grid (right) without emitting any light. The grid
should be as ‘transparent’ as possible, e.g. a fine meshed grid (typically hexagonal,
see Fig. 2.35). Usually the grid and anode operate at the same potential (as men-
tioned 20–50 V) to avoid focussing problems. For high multiplex ratios (low duty
factor) the driving voltages are raised to achieve an acceptable luminance. Examples
for driving waveforms are presented in the next chapter.

2.4.3 Present State-of-the-Art and Applications

A typical realisation of a matrix (grid) driven VFD [25] for a character display is
shown in Fig. 2.35. On a glass substrate (bottom) a structured anode forms the pixels
of the font matrix, a dedicated grid covers this arrangements. The filament wires
have to be spanned carefully in parallel without hanging through or vibrating, which
leads to some non-uniformity in light emission. The last steps during production are
mounting the front glass on the substrate and evacuation through the exhaust tip,
which is sealed after this procedure. Vacuum fluorescent displays are available with
leads or as integrated modules with dedicated drivers on a PCB or inside the glass
(Chip on glass technology), some typical modules are shown in Fig. 2.36. The COG
technology results in ruggedized displays which are suitable for harsh environments.
A 20-character module with 2 lines (8 mm font size) is normally 4 cm high, 12 cm
wide and 1 cm deep without leads. A lifetime of around 30 000 h can be achieved.
Besides their low aperture ratio (usable area/total display area), relatively high power
consumption, thickness and weight (vacuum based display) are major disadvantages
of VFDs. The contrast ratio can be increased by using colour filters, which reduce the
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Fig. 2.35. Simplified structure of an alphanumeric VFD (with permission of FUTABA)

Fig. 2.36. Examples of VFDs: 8-segments with icons (top left, the horizontal filaments are
clearly visible), honeycomb-like grid (magnified), matrix character display (bottom left) and
graphics module (bottom right)

level of reflected ambient light due to the narrow half-width of the VFD emission.
Colour filters can be also used for slight variations of the visible display colour.
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As for all the flat panel technologies, direct and matrix addressing is also ap-
plicable to VFDs. Direct and low multiplex driving is used for 8-segment and char-
acter displays, while matrix addressing is the domain of graphic devices. Despite
some efforts, high resolution PM and AM VFDs never became a commercial suc-
cess.

A typical realisation of a microcontroller driven display system is shown in
Fig. 2.37. A 4 digit display (4 grid leads) is connected via grid driver and anode
driver (8 leads, 7 for digits, 1 for decimal point), so that in this case 13 connec-
tions (including one for the filaments) have to be made. All corresponding segments
of the digits are connected. Hence, a multiplex driving scheme (simplified matrix
principle) has to be applied. The software of the microcontroller has to provide the
corresponding waveforms for the drivers to display the intended number.

The waveforms to drive such a numerical display are plotted in Fig. 2.38. The
grids are scanned one by one (top) and the anodes corresponding to the number to be

Fig. 2.37. Example of Segment VFDs driving by a microcontroller

Fig. 2.38. Waveforms for an 8-segment VFD with an image of a driven display
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displayed have to be activated, according to Fig. 2.34. They have a positive potential
relative to the cathode. After the 4 grids are scanned, the first one (G1) is activated
again; the duration (frame time TFrame) of such a period should be low to prevent
flicker. Between two grid signals there’s a short blanking time to prevent ghosting
due to decay of the phosphor. The segments (anodes) of the digits are usually named
as shown in the inset. When the driving waveforms are applied, the output of the
4 digit VFD is as shown. As an example, the fourth digit (4G) is examined: if grid
G4 is activated, the segments ‘b’ and ‘c’ are also positive, therefore a ‘1’ will be
displayed.

2.4.4 Future Aspects

In 2003 VFDs had a market share of Flat Panel Displays (FPDs) of about 10% on unit
basis and approximately 2% on revenue basis, which equals 600 million $, which is
nearly unchanged for more than a decade [1, 12]. Most of these displays show low
information content as 8-segment, characters, icons and bar graphs with moderate
screen sizes up to 5′′. Major applications are household appliances like stationary
audio and video equipment, point of sales and electronic cash registers and automo-
tive displays. Graphic colour VFDs (passive or active matrix) never reached a broad
commercial basis. The largest VFD ever made was the JUMBOTRONTM by SONY
and FUTABA for the EXPO 1985 in Japan [12]. It was the largest display ever made
to that time and had a screen size of about 10 m (400′′). The display was capable to
show colour videos even outdoors with 150 000 pixels.

2.5 Field Electron Displays (FED)5

2.5.1 Historical Development

Employing the micro-fabrication technology field, emitters made from molybde-
num were developed as the source of electrons by Shoulders, Brodie and Spindt
at Stanford Research International, CA, USA [26], and published in an extensive re-
view [27]. Arrays of cathodes with 10 million/cm2 could be produced, which leveled
the noise of the single emitter statistically and showed lifetimes in UHV environment
exceeding 10 000 hours. These arrays became attractive to develop flat panel displays
[28] and array cathodes for high frequency vacuum tube devices and other applica-
tions [29, 30]. The principle of FED is briefly explained in Sect. 2.1.2, Fig. 2.3;
different cathode structures are shown in Fig. 2.39.

2.5.2 Electrophysical Fundamentals

In the CRT, 3 beams compose a colour image at the screen. Each colour is served by
one beam. In the FED, each pixel is served with at least 3 beams, for each colour at

5 Please refer to H.W.P. Koops.
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Fig. 2.39. Major types of FED cells. Point emitter (Spindt emitter (Mo) or Gray emitter (Si)).
Wedge emitter and thin film edge emitter with extractor grid control electrodes

Fig. 2.40. Schematic of 1 pixel, electronic circuitry and function. Electrons are extracted via a
grid voltage and accelerated to the screen at the anode

least one beam. Figure 2.40 shows the schematic of 1 pixel of an FED, its electronic
circuitry and function. The electron emitter delivers the emission current. It is accel-
erated through a grid to the anode, which is covered with a scintillator material. The
electric equivalent is a triode tube. In the FED, the source and scintillator are in close
vicinity, and the image intensity is controlled switching the grid voltage. An image
with 1 million pixels is composed of at least 3 million beams.

2.5.3 Present State-of-the-Art and Applications

Several novel materials applied as cathodes in FEDs are given in Fig. 2.41. Fig-
ure 2.42 shows an array of Spindt-type Mo cathodes and a cross-section of a single
emitter cell. Typical performance data of field emission cathodes are emission cur-
rent up to 10 μA at an extraction voltage of 40 V to 80 V. The FED anode voltage
is 3 kV to 6 kV. The total current in the display is up to 10 mA. The cathodes with
very low grid voltage are preferred, since it is costly to develop fast high voltage
switching amplifiers.

First colour FEDs were demonstrated in 1993–1995 by Pixtech, Micron, and
Futaba with Mo, Si, or diamond film emitters. In 1997, Motorola and Candescent
demonstrate a VGA 15′′ high voltage colour FED with Mo Spindt-type emitters.
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Fig. 2.41. Novel cathode materials are Molybdenum, Silicon, Diamond, corraline carbon, car-
bon nanotubes and particles suspended in a polymer matrix

Fig. 2.42. Mo-Microtip array of Spindt type. The emission strongly depends on tip height,
radius of curvature and position in the gate opening (Pictures courtesy C. Spindt SRI)

In 2003, Samsung demonstrates a 38′′ HDTV colour TV with Carbon Nanotube
(CNT) paste thin film edge emitters. The gate voltage is reduced. The emission
current density is up to 8 mA/cm2. The lifetime at >50% current is >10 000 h.
As cathode material a binder-CNT paste is used, which is structured with pho-
tolithography. This fabrication method allows to produce 40′′ displays at low cost.
A screen with a gate–anode distance of 0.7 mm, an anode voltage of 3.8 kV was
packaged and operated successfully. The onset voltage was 25 V. A low-cost Car-
bon Nanotube FED production is possible since inexpensive driver electronics can
be used [31].

2.5.4 Future Aspects

The comparison of the characteristics of the competing technologies clearly shows
the superiority of CNT–FED’s. However, the market penetration is difficult for a new
technology coming up after the times when other earlier technologies have already
left their production learning curve behind, and products are sold at low prices. LCD
VGA screens for computers have reached so low prices that a newcomer cannot make
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it. PDP are too expensive and consume too much power. However, a good market
chance is now present for the low power consuming big FED Home TV screens.

Future development trends, as visible in Japan by Futaba, Mitsubishi, Sony, and
Samsung are CNT FED’s to be sold as replacements of LDC screens. A market share
will certainly be there for big FED 30′′–50′′ displays for home TV, despite of traffic
and military applications. The total market for big screens is expected in 2004 to be
2.5 million units. This will be plasma displays PDP, since FED display factories still
have to be built.

Start-up companies engage in using carbon CNT-emitters for lamps, especially
in home appliances. Lamps having a cathode–anode gap of 0.2 mm and an anode
voltage of 390 V achieve a brightness of 400 cd/m2.
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3

Radiation Sensitive Vacuum Electronic Components
and Devices

J.A. Eichmeier

3.1 Historical Development

The fundamental phenomena, which make possible the function and application of
this group of vacuum electronic components and devices, are the external photo-
electric effect and secondary electron emission. Electromagnetic radiation with
wavelengths in the range of infrared, visible light, ultraviolet or X-rays and parti-
cle radiation when hitting the surface of a metal, semiconductor or insulator in a
vacuum tube cause the emission of electrons from this surface into the vacuum. By
application of electric and/or magnetic fields within the tube, the electron current can
be used:

1. for the detection of weak light signals with pulse durations down to the picosec-
ond range and for the detection of particle-, UV- and X-radiation, respectively. In
each case the input signals are transformed into small electrical current impulses
with subsequent current amplification (secondary electron multipliers);

2. for the conversion and amplification of infrared, visible, ultraviolet or X-ray im-
ages into visible intensified light images (image converters, image amplifiers);

3. for the conversion of visible light pictures into electrical currents as input signals
for television devices (television camera tubes).

The historical development of these types of radiation sensitive vacuum tubes is
characterized by the following detections and inventions:

1887: H. Hertz observes that the ignition voltage of a spark gap decreases when the
negative electrode is irradiated with UV light.

1888: W. Hallwachs shows that the effect detected by Hertz is caused by the emis-
sion of negatively charged particles from the negative electrode.

1890: J. Elster and H. Geitel, and also P. Lenard show that the charged particles are
electrons. Elster and Geitel construct the first vacuum photocells for studying
the photoeffect of alkali metals.
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1902: L.W. Austin and H. Starke detect the secondary electron emission from met-
als.

1905: A. Einstein detects the energy equation of the photoelectric effect (Einstein
equation).

1928: R. Suhrmann describes the photocurrent amplification by secondary electron
emission and the principle of photomultipliers.

1929: V.K. Zworykin invents the first television camera tube (the Iconoscope).
1934: P. Farnsworth and G. Holst describe independently the principle of image

converters and image amplifiers.
1950: P.K. Weimer et al. from RCA construct the first photoconductive camera tube

(the Vidicon).

3.2 Electrophysical Fundamentals

The function of radiation sensitive vacuum electronic components described in this
section is based on photoelectron emission, secondary emission, and electron op-
tics.

3.2.1 Photoelectron Emission

Photons with wavelengths from infrared radiation down to X-rays incident on a solid
surface (photocathode) cause the emission of photoelectrons according to the energy
equation (Einstein equation)

Ek = hf − Wc, (3.1)

where Ek is the kinetic energy of the emitted photoelectron, h is the Planck constant,
f is the frequency of the photon and Wc is the work function of the photocathode.
The smallest light frequency fmin or the largest wavelength λmax = c/fmin necessary
for the emission of photoelectrons (Ek = 0) is defined by

fmin = Wc/h or λmax = hc/Wc. (3.2)

λmax is the cut-off wavelength of the photocathode. A monochromatic light flux Φ

(in lumen, lm) of the frequency f is equal to a power flux Φe (in Watt, W) through a
cross-section A,

Φe = Sphhf A, (3.3)

where Sph is the number of photons incident on the surface per second and cm2. For
the wavelength λ = 555 nm (maximum eye sensitivity), the relationship between Φ

(in lm) and Φe (in Watt) is

1 W = 673 lm (λ = 555 nm) or 1 lm = 0.001484 W. (3.4)

A part r of a light flux Φo incident on a solid surface is reflected (r is the reflection
factor). The penetrating light flux Φa is given by
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Φa = Φo(1 − r). (3.5)

The penetrating light flux Φa is absorbed in the solid according to

Φa = Φoe−αx, (3.6)

where α is the light absorption coefficient, x is the light pathlength in the solid and
Φa is the light flux at x. For xo = 1, we have Φ = Φa. xo is called light penetration
depth.

The photoelectron yield Ae of a photocathode is defined as the emitted photocur-
rent Iph divided by the light power flux Φe,

Ae = Iph/Φe. (3.7)

The lumen sensitivity sc is defined as photocurrent per lumen

sc = Iph/Φ, (3.8)

and the quantum efficiency ηq as

ηq = S/Sph, (3.9)

i.e. the number S of photoelectrons emitted per incident photon. From (3.3) and
(3.7)–(3.9) follows

ηq/% = 0.124Ae/(mA/W)/λ/μm. (3.10)

Semiconductors are preferred as light sensitive layers for photocathodes because of
their low light reflection, high photon absorption coefficient, large emission depth
and high quantum efficiency as compared with metals. The quantum efficiency, ηq,
of different photocathodes as a function of photon energy, Eph, and light wavelength,
λ, respectively, is shown in Fig. 3.1. The points of intersection of these curves with
the abscissa indicate the cut-off wavelengths of the photocathodes. Characteristic
values of technically important photocathodes are presented in Table 3.1.

Table 3.1. Characteristics and applications of some photocathodes

Material Nomenclature Applications
sc Ae ηq λmax
(μA/lm) (mA/W) (%) (μm)

S-1/Ag-O-Cs 60 6 0.5 0.8 IR detectors
S-10/Bi-Ag-O-Cs 80 40 10 0.45 Camera tubes
S-11/Cs3Sb on MnO 80 65 20 0.44 Multiplier, scintillation counters
S-20/(Cs)Na2KSb 300 130 30 0.42 Image amplifiers, photometers,

camera tubes
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Fig. 3.1. Quantum efficiency, ηq, of different photocathodes as a function of photon energy,
Eph, and of the light wavelength, λ, respectively

3.2.2 Secondary Electron Emission

A primary electron beam with an energy of a few tens eV or more, incident on the
surface of a solid, produces the emission of secondary electrons with a typical energy
distribution, as shown in Fig. 3.2. The left maximum at low primary electron energy
is due to “genuine” secondary electrons (share: 90%), the small right maximum re-
presents elastically reflected primary electrons (about 3%) and the broad minimum
is caused by backdiffused primary electrons (about 7%) which lost energy by many
collisions with atoms of the solid. The thickness of the emission layer, from which
most of the secondary electrons originate, is about 50 nm for metals and 500 nm
for semiconductors and insulators, in which electron scattering is much smaller as
compared with metals. The secondary electron current, Is, depends on the primary
current, Ipr, the primary electron energy, Epr, and the angle of incidence of the pri-
mary ray. It depends also on the material and surface properties of the solid. The
relationship between Is and Ipr is given by

Is = δIpr or δ = Is/Ipr, (3.11)

were δ is the secondary emission coefficient. The values of δ in dependence on the
primary electron energy Epr show maxima in the Epr-range of some hundred eV
(see Fig. 3.3). The maximum values δmax are about 1 . . . 3 for metals and 3 . . . 20 for
semiconductors and insulators.
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Fig. 3.2. Energy distribution of secondary electrons emitted from a solid (primary electron
energy Epr ≈ 300 . . . 1000 eV)

Fig. 3.3. Secondary emission coefficient, δ, as a function of the primary electron energy, Epr,
for different solids. Ecr1,2 = crossover points for δ = 1

3.2.3 Electron Optics

Electron optics deals with the quasi-optical behaviour of electron beams under the in-
fluence of electrical and magnetic fields in a vacuum system. For analogies and char-
acteristic differences between geometrical light optics and electron optics,
see [2].

Electric and magnetic electron lenses consist of electrically charged electrodes
(aperture discs or cylinders) and current-carrying magnet coils, respectively, which
produce electric or magnetic fields with spherically curved equipotential surfaces.
Electric and magnetic deflection systems contain deflection electrodes and coils, re-
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spectively, which produce flux lines perpendicular to the electron beam. Details on
electron optics are discussed in [1–4].

3.3 Present State-of-the-Art and Applications

3.3.1 Secondary Electron Multipliers

Such vacuum tubes amplify a secondary electron current produced by electro-
magnetic or particle radiation incident on a sensitive entrance electrode. There are
three types of multipliers (see Table 3.2).

Photomultipliers

Such vacuum tubes contain a photocathode and up to 12 electrodes (dynodes) for
secondary electron emission. The surface of the dynodes consists of a material with
high secondary emission coefficient δ. A voltage is applied to each dynode, which
increases from the first to the last dynode by a constant amount. Consequently, the
electron current from the photocathode is amplified at the first dynode and each
of the following dynodes by a factor δ. The current amplification factor is given
by

Vi = Ia/Io = δn, (3.12)

where Ia is the anode current (current from the last electrode), Io is the current
from the photocathode, δ is the secondary emission coefficient of each dynode and
n is the number of dynodes. In technical photomultiplier tubes, there is a loss of
electrons between the photocathode and the first dynode (loss factor f ) and be-
tween the dynodes (loss factor g). Considering these losses, (3.12) is to be replaced
by

Vi = f (gδ)n. (3.13)

Normally, the factor f amounts to about 0.9 and g to about 0.98. With

δ = AUa (3.14)

Table 3.2. Types of secondary electron multipliers

Name System Type of radiation at the entrance
Photomultiplier Photocathode + Electron multi-

plier system
IR-, UV- or visible light

Channel amplifier Channel with resistive wall
layer

α-, β-, γ -radiation, X- and UV-
rays, fast ions and electrons

Scintillation counter Scintillator + Photocathode +
Electron multiplier system

α-, β-, γ - and X-rays
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Table 3.3. Photocathode material, window material and spectral sensitivity range of modern
photomultiplier tubes

Cathode material Window material Spectral sensitivity
range/nm

Ag-O-Cs Boron silicate glass 400 . . . 1200
CsSb Boron silicate glass 185 . . . 650
Multialkali (Na-K-Sb-Cs) Silica glass 185 . . . 930
CsTe MgF2 115 . . . 320

Equation (3.13) becomes
Vi = KUan, (3.15)

where A is a constant, K is a constant (containing f and g), U is the stage voltage
defined as the voltage between two successive dynodes. The coefficient a is normally
0.7 . . . 0.8. According to (3.15), the current amplification factor Vi varies with the 6th
to 10th power of U . The total supply voltage must therefore be highly stabilized. Its
harmonic content and its temperature sensitivity must be very low.

The light entrance window of photomultipliers is either located on the side (side-
on type) or on the front surface (head-on type) of the glass bulb. The side-on tubes
have an opaque and the head-on ones a semitransparent photocathode, respectively.
The spectral sensitivity range depends on the materials of the cathode and entrance
window (see Table 3.3). The limit of sensitivity of photomultipliers is determined
by the anode dark current and noise. The anode dark current increases with the sup-
ply voltage and with the temperature. The equivalent noise input is defined as the
input power producing a signal-to-noise ratio equal to one at the output. It increases
with the dark current, the current amplification factor and the signal band width. It
decreases with a rising photosensitivity of the system.

Under the influence of a magnetic field of some mT the current amplification
of photomultipliers is reduced by a factor of the order of 10 or more. The effect is
especially high if the magnetic field is perpendicular to the system axis. It can be
avoided by suitable shielding.

The dynamic behaviour of secondary electron multipliers, when irradiated with
short light impulses, is governed by the electron transit time and the anode pulse
rise time. Both values depend on the multiplier design and decrease with increasing
supply voltage.

In Fig. 3.4 different commonly used types of photomultiplier tubes are shown.
The tubes differ especially by the forms and positions of the dynodes. The surface
of the dynodes consists of a layer of CuBe, AgMg, AlMg or SbCs3 with values
of δ � 1. Characteristic data are: the voltage between each couple of dynodes is
150 to 280 V, the total voltage up to 3 kV, the current amplification 106 . . . 108, the
sensitivity 10 . . . 60 mA/lm and the dark current 1 . . . 100 nA.

For the visualization of γ -ray pictures in Gamma cameras, position sensitive
photomultipliers are applied. In such vacuum tubes the anode is, for instance, divided
into 16 square fields. Each field has an area of 2.6 × 2.6 mm2 and a gap distance of
0.3 mm. An electron current, emitted from a definite point of the photocathode and
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Fig. 3.4. Forms of commonly used types of photomultiplier cubes with different dynode forms.
P is the photocathode, A is the anode and D denotes the dynodes

amplified by dynodes of the Venetian Blind type (3. tube in Fig. 3.4), hits one of the
anode areas and produces an output signal. The space resolution depends primarily
on the extension of the anode fields.

Channel Secondary Electron Multipliers

Channel multipliers contain – instead of single dynodes – a continuous dynode sur-
face in the form of a resistive layer at the inner wall of a small straight, circular or spi-
ral lead glass vacuum tube (Fig. 3.5). The length of the tube is a few centimeters and
the inner diameter 1 . . . 2.5 mm. The active layer has a resistance of 109 . . . 1011 Ohm
and the necessary vacuum pressure within the tube is about 10−4 mbar. Between the
two ends of the multiplier channel a direct voltage of 2 . . . 4 kV is applied (Fig. 3.6).
An electromagnetic or particle radiation incident at the channel entrance causes the
emission of secondary electrons from the resistive layer. The voltage drop across the
layer accelerates the electrons in the direction of the outlet of the tube.

By successive impacts on the channel walls, the secondary electrons are multi-
plied generating an electron avalanche. The maximum current amplification is about
3 × 108. The channel tube can be used as an amplifier for currents as low as 1.6 ×
10−19 A (open channel end) or as particle or quantum counter for maximum count
rates of several 105 s−1.

The current amplification as a function of the supply voltage of a channel mul-
tiplier is shown in Fig. 3.7. The upper limit of the amplification is caused by space
charge effects. Channel multipliers show – when used as particle or quantum
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Fig. 3.5. Channel secondary electron multiplier with straight (a) and circular glass vacuum
tube (b). T is the glass tube, W is the resistive wall, P is the incident particle or radiation, SE
are the paths of secondary electrons and U is the supply voltage

Fig. 3.6. Mode of operation of a channel multiplier with open (a) and closed outlet (b). C is
the multiplier channel and U is the supply voltage

counters – a dependence of current amplification as a function of count rate. For
small count rates (1 . . . 103 s−1), the amplification remains constant and then de-
creases with rising count rate.

Channel multipliers with an inner diameter greater than 0.5 mm are bent. This
prevents penetration of positive residuous gas ions to the channel entrance, where
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Fig. 3.7. Current amplification, Vi , as a function of the supply voltage, U , of a channel multi-
plier

Fig. 3.8. Structure of a channel plate for the amplification of electron pictures. G is the glass
plate, C is a single amplifying channel and CrNi is the CrNi-layer

they could release additional impulses. They are used as detectors for β-, UV- and
X-rays, and also for positive and negative ions. Their impulse rise time is of the
order of 5 ns, their half-amplitude pulse durations are about 10 ns and their noise
count rate, for instance, 0.5 s−1.

If a very large number of short multiplier channels (length about 1 mm) are
placed in parallel and close together, a channel plate for the amplification of elec-
tron pictures is obtained (Fig. 3.8). Such secondary electron multiplier plates (di-
ameter 2.5 . . . 10 cm) are produced by stringing, cutting and bunching of many tiny
glass tubes with or without a solid core (of metal or soluble glass). The core is then
chemically or electrolytically removed. Both sides of the channel plate are covered
with evaporated chrome-nickel-layers. A voltage of 1 . . . 4 kV is applied between
the layers. Each channel has a diameter of 25 . . . 50 μm and a wall resistance of
107 . . . 108 Ohm. The distance between two channel axes is 30 . . . 50 μm. The cur-
rent amplification is about 103.
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Fig. 3.9. Transfer characteristic of a channel plate (output current as a function of input cur-
rent). I0 is the input current, z0 is the number of incident electrons per second, Ia is the output
current, za is the number of emitted electrons per second, U is the supply voltage and Vi is
the current amplification factor

The transfer characteristic of a channel plate (i.e. the output current as a function
of the input current) is shown in Fig. 3.9. The structure of an ultra-fast photomulti-
plier with channel plate is illustrated in Fig. 3.10.

Scintillation Counters

Scintillation is defined as energy conversion of radioactive radiation into light im-
pulses by means of a solid, liquid or gaseous medium. Commonly used inorganic
scintillators are semiconductors like NaJ activated with Thallium, ZnS activated with
Silver, or BGO (chemical structure: Bi4(GeO4)3). An organic scintillator is, for in-
stance, Anthracene. The activator atoms produce discrete energy levels in the for-
bidden band of the semiconductor. Particles or radiation quants of sufficient energy
penetrating into the scintillation crystal cause the transition of valence electrons from
the valence band to the activator energy levels. The following return of the electrons
to the valence band is accompanied by the emission of photons similar to the light of
a luminescent screen when irradiated with electrons. If the scintillation crystal is con-
nected to the transparent cathode of a photomultiplier, the photons from the crystal
produce photoelectron impulses from the cathode which are amplified and detected.
The design of a scintillation counter with photomultiplier is shown in Fig. 3.11. The
maximum pulse rate depends on the decay time of the scintillator impulses, which
amounts to 1 . . . some 100 ns (Table 3.4).
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Fig. 3.10. Ultra-fast photomultiplier system with channel plate. W is the window, P is the
photocathode, C is the channel plate and A is the anode

Fig. 3.11. Structure of a scintillation counter with photomultiplier. W is the radiation entrance
window (for instance, 0.5 mm Al coated with a MgO-layer to reduce light reflection), SC is
the scintillator crystal (for instance, NaJ(TI)), H is the air-tight case (because NaJ is strongly
hygroscopic), G is the glass plate; S is the silicon layer, P is the photocathode; D is the dynode
and A is the anode

Table 3.4. Parameters of different inorganic scintillation materials

BGO LSO NaJ(Tl) BaF2
Bi4(GeO4)3 Lu2(SiO4)O:Ce

Decay time/ ns 300 40 230 620
Absorption
Length/ cm 1.12 1.14 2.56 2.06
Peak wavelength/ nm 480 420 410 310
Light yield relative
to NaJ/ % 20 75 100 6

The particle or quantum energy, absorbed in the scintillator, is proportional to
the amplitude of the emitted light impulse. A scintillation counter connected to a
pulse height analyser can therefore be used for energy spectrometry of X-ray- and
γ -quants.
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3.3.2 Image Converters and Image Amplifiers

These types of vacuum tubes convert a weak light, X-ray- or γ -ray-picture into a
bright visible picture. For this purpose, the light radiation containing the picture in-
formation is absorbed on the frontside of a transparent photocathode, which pro-
duces a photoelectron emission picture on its backside. The photoelectron picture
is, by electron-optical means, projected to a fluorescent screen to make it visible. In
the case of X- and γ -rays, the entrance of the image converter consists of a fluo-
rescent layer (X-rays) and of a scintillator crystal (γ -rays), respectively, which con-
vert the X- or γ -ray picture into a visible light picture on the subsequent photocath-
ode [5].

Image Converters for Visible, Infrared or Ultraviolet Light Input Signals
and for X-rays

The converters for light input signals can be divided into three different design
groups (Fig. 3.12). Converter tubes of the proximity or wafer design (Fig. 3.12a)
contain a plane photocathode and a plane luminescent screen at a small distance be-
hind it (proximity structure). A short positive high voltage impulse on the screen
produces a photoelectron current impulse and the corresponding short-time image of
at least 1 ns duration. The projection is almost free of distortion and image inversion.
The image amplification factor is about 20. Such tubes are applied as electrooptical
high-speed shutters for photo cameras.

Fig. 3.12. Types of image converters for light input signals. a Proximity or wafer design. b Im-
age amplifier with electrostatic lens. c Threestage image amplifier with fiberoptic coupling
windows. d Image converter with a channel plate. P is the photocathode, S is the luminescent
screen, E is the electron beam, EL is the electron lens, F is the fiberoptic window, CP is the
channel plate, L is the incident light flux, L′ is the amplified light flux and U is the supply
voltage
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In a second type of image amplifiers, an electrostatic lens is positioned between
the photocathode and the screen (Fig. 3.12b) causing an image inversion on the
screen. Such inverter image amplifiers have a light amplification factor of about 100
and a small image distortion. If several (normally three) image amplifier units are
connected in series and coupled through fiberoptic windows to each other, a mul-
tistage image amplifier with a maximum amplification factor of 75,000 is obtained
(Fig. 3.12c). A fiberoptic window consists of a very large number of fine, short and
parallel positioned glass fibers which transfer the screen image of one stage to the
immediately following photocathode of the next stage.

A third group of image converters belongs to the inverter type tubes containing
a channel plate for additional electron multiplication between the electrostatic lens
and the screen (Fig. 3.12d). The lens projects the electron image of the photocathode
onto the front surface of the channel plate. The electrons leaving the channel plate are
accelerated to the screen where they produce a visible bright image. The light am-
plification factor of such tubes depends on the channel plate voltage. Channel plates
show a saturation of their transfer characteristic for increasing input currents, i.e. for
stronger irradiation of the photocathode. This makes possible the amplification of
images with high contrast.

The resolving power of image converters is defined as the maximum number of
clearly separated line pairs per millimeter. It is limited by the fact that each point on
the photocathode, when electrooptically projected on the screen, produces a tiny disc
of distortion. Image converters with lens systems have a higher resolving power as
compared with tubes which have no focusing lens.

Vacuum image converters are operating with a high screen voltage (maximum
15 kV) resulting in a high image brightness and small chromatic and spherical aber-
rations. In tubes with large diameter, the photocathode is bent to minimize scale
errors. Typical parameters of converter tubes are: cathode diameter 20 . . . 50 mm,
cathode sensitivity sc = 50 . . . 200 μA/lm at a wavelength λ = 550 nm, light ampli-
fication factor 20 . . . 5×104, scale of image enlargement 0.6 . . . 1.5, resolving power

Fig. 3.13. Structures of X-ray image amplifiers. a Tube with one photocathode and two lu-
minescent screens. b Tube with channel plate and one luminescent screen. X denotes X-rays,
O is the irradiated object, Al is the aluminum foil, S, S1, S2 are the screens, P is the photo-
cathode, L is the electron lens, A is the anode, M is the microscope, CP is the channel plate,
Ua is the accelerating voltage and U is the voltage at the channel plate
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10 . . . 60 line pairs/mm and background brightness <2 × 10−7 Lux (caused by the
dark current).

A special type of vacuum image converters are X-ray-image amplifiers
(Fig. 3.13), which transform a weak X-ray image into a bright visible picture. The
tube in Fig. 3.13a contains a photocathode and two luminescent screens. The first
(entrance) screen S1 is irradiated by the X-rays and produces a light picture on the
adjacent photocathode P. This photocathode emits the corresponding electron picture
which is projected onto the second screen S2 by an electron lens L. The final image
is transferred to a television monitor tube. In the X-ray image amplifier of Fig. 3.13b
the electron-optical system consisting of the screen S1, the photocathode P and the
electron lens L is replaced by a channel plate CP in front of a luminescent screen S.
The channel plate transforms the incident X-ray image into a bright visible image on
the screen. Vacuum X-ray image amplifiers are to a large extent applied in medical
diagnostics and in material structure analysis.

Gamma Cameras

A radioactive, γ -quants emitting isotope, when injected into the organism, takes
part – like the non-radioactive isotopes of the same element – in all transport, meta-
bolic and secretion processes of this organism. Because of its γ -radiation, the isotope
can serve as an indicator or tracer, the path and concentration of which can be tracked
within the organism (first application by G. von Hevešy on plants, 1913).

Within the organism the isotope traverses under the influence of metabolic pro-
cesses one or more compartments (organs or part of organs), where it can at first be
temporarily accumulated to form a pool before it is secreted. By detecting and mea-
suring the corresponding variations of the organism emitted γ -radiation, the activity
distribution in time and space can be analysed. Thus, information about the function
and volume of the compartments and also about the flow and exchange rates between
the compartments can be obtained. The pictures showing the spatial distribution of
the γ -radiation within the organism are picked up with a scintillation or γ -camera
(Anger camera).

The design and mode of operation of a scintillation camera is shown in Fig. 3.14.
The γ -radiation emitted from the body of a patient penetrates a perforated collima-
tor with a large number of tiny holes (for instance, diameter 39 000 holes of length
30 mm and diameter 1.6 mm; perforation pitch 0.25 mm). At the outlet of the colli-
mator the radiation hits on a scintillation crystal with diameter of 20 . . . 30 cm and
thickness of 6 . . . 12 mm. The scintillator can consist of a single piece of crystal (for
instance NaJ) or of a large number of small crystals, each of which is shielded against
the radiation of each neighbour crystal. The crystal surface opposite to the collima-
tor is covered with a large number (about 20 . . . 100) of tightly packed small photo-
multipliers. The locations of the scintillation points within the single crystal sensor
are detected by means of a decoding matrix (resistance matrix after Anger or delay
line matrix after Tanaka). In such a matrix the distance between a scintillation point
and a reference point is proportional to the resistance or to the signal transit time
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Fig. 3.14. Design and mode of operation of a scintillation camera (Gamma camera). a Block
diagram, b Energy window of the pulse height analyser. PM is the photomultiplier array, L is
the light conductor, SC is the scintillation crystal, C is the collimator, G is the generator for
coordinate and sum impulses, respectively; x, y are deflection signals, S is the sum impulse,
O is the oscilloscope, B is the brightness control, PHA is the pulse height analyser, W is the
channel width, UL, LL is the upper and lower channel limit, t is the time, U is the signal
voltage

between these points. The output signal amplitudes of the photomultipliers are pro-
portional to the energy of the γ -quants. The influence of the γ -quantum energy can
be eliminated through division of the impulse amplitudes by the amplitude of the
summary impulse (Z-impulse). The Z-impulses are conveyed to the input of a pulse
height analyser (two parallel analysers with different thresholds in anti-coincidence).
This circuit separates within a definite energy window impulses originating from the
characteristic γ -energy of a single nuclid and suppresses the Compton radiation of
low energy. Therewith, the energetic separation of two γ -emitters in double nuclid
studies is possible. The output impulses of the pulse height analyser modulate the
brightness of the pixels on the screen. The brightness distribution corresponds to the
γ -activity distribution of the body region of interest. This mapping is suitable for
γ -quants within the energy range of 100 . . . 600 keV.

The scintigrams can continuously – in cardiological investigations synchronous-
ly with the electrocardiogram – be stored in a computer. In this way, for instance,
changes of the function of organs in “regions of interest”can be detected and volume
measurements of organs are possible.
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Typical characteristics of Gamma cameras are: the sensitivity, i.e. the number of
detected γ -quants divided by the number of emitted γ -quants; the resolving power,
i.e. the half-amplitude pulse duration divided by the quantum energy in percent; the
spatial resolution (for instance 1.8 mm); the homogeneity, i.e. the constancy of sen-
sitivity across the scintillator surface; and the linearity and time resolution (for in-
stance 2 × 105 impulses/s). Modern Gamma cameras contain microprocessors for
homogeneity and energy correction.

3.3.3 Television Camera Tubes

This group of vacuum tubes is used for the conversion of visible light, infrared and
UV images into electrical output signals (videosignals) [5].

Basic Function of Vacuum Camera Tubes

A modern camera tube consists of four principal components (see Fig. 3.15): a light
sensitive converter target at the entrance of the tube, an electron beam system, a beam
focusing system and a beam deflecting system.

The Converter Target

The photosensitive target of a modern vacuum camera tube is composed of a glass
substrate of optical quality (window) covered with two subsequent layers: a highly
transparent electrically conductive layer (signal electrode) and a photo-sensitive
layer, generally consisting of several semiconducting substances. The properties of
the semiconducting layers determine essentially the characteristics of the camera
tube.

Three types of semiconducting targets are mainly used, namely the photo-
conductive resistance target, the single junction diode target and the silicon multi-
diode target.

Fig. 3.15. Basic design of a Vidicon. O is the optical object, S is the signal plate, T is the
target, F is the focusing coil, D are deflecting coils, C is the correction coil, G is the electron
gun, E is the scanning electron beam



144 J.A. Eichmeier

Fig. 3.16. Basic structure of the Vidicon target. L is the incident light flux, G is the glass
window, S is the signal layer, T is the target layer, E is the scanning electron beam

The basic structure of the Vidicon target is shown in Fig. 3.16. The transparent
signal electrode layer consists of indium tin oxide (ITO) or tin oxide doped with
antimon (SnOx(Sb)) and the target layer of three subsequent films of compact, porous
and again compact semiconducting antimontrisulfide (Sb2S3). The films also differ
in their stoichiometric composition and thickness.

In the case of single junction diode targets, the glass substrate is covered with a
transparent ITO- or SnOx(Sb)-signal electrode followed by several layers of amor-
phous or polycrytalline semiconducting materials forming a junction barrier. The
semiconductor of the Plumbicon target (Fig. 3.16) is composed of subsequent n-, i-
and p-conductive microcrystalline lead oxide layers with a junction barrier located
in the intrinsic (i) zone. The semiconducting material of the Newvicon target is a
ZnSe-film covered with In-doped ZnCdTe- and Sb2S3-films, forming a heterojunc-
tion within the semiconductor. The photosensitive layer of the silicon multidiode
target (Fig. 3.17) is a silicon monocrystal with a light exposed and highly doped thin
n+-Si-layer followed by a normally doped n-Si-layer. On the surface of the n-Si-
layer, (6 . . . 8) × 105 planar diodes per cm2 are integrated by planar diffusion. Each
diode has a diameter of 6 . . . 8 μm and a mid-distance of 12 . . . 15 μm.

The different types of photosensitive targets of vacuum camera tubes convert
the optical image projected onto the frontside of the target into the corresponding
electrical charge distribution across the backside. In the case of the photoconduc-
tive resistance target (Vidicon target; Fig. 3.16), the photons penetrate the thin signal
layer and produce a spatial conductivity distribution across the subsequent semicon-
ducting layer. A positive bias voltage at the signal electrode causes a transport of
positive charge carriers from the signal electrode through the semiconducting layer
to the open surface of this layer, where they accumulate. At each point the number
of flowing and accumulating charge carriers depends on the electrical conductivity
at this point. Thus a definite surface charge distribution corresponding to the photon
distribution of the optical image is generated on the open surface of the target. Dur-
ing operation of the camera tube the charge distribution is continuously scanned and
thus detected by a fine electron beam produced by an electron gun within the tube.
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Fig. 3.17. Structure of the silicon multidiode target. L is the incident light flux, S is the signal
layer, T is the target layer (n-Si with integrated p-Si-spots), V is the videosignal

In a single junction diode and multidiode target (Figs. 3.16 and 3.17) a reverse
bias voltage is applied to each diode. In darkness only a very small and usually neg-
ligible reverse current is flowing over the barrier layer. Illumination of the target
and consequently of the barrier layer produces electron-hole-pairs which are contin-
uously separated by the reverse electrical field within the barrier zone. In this way
the p-zone (or p-zones in the multidiode target) are positively charged. At each point
of the single junction diode and in the p-zone of each diode in the multidiode tar-
get, respectively, the accumulated charge is proportional to the number of incident
photons, i.e. the light intensity. This charge distribution can also be scanned by an
electron beam.

The Electron Beam System

This system consists of the electron gun and the drift space. The gun can be a triode,
a diode or a modified diode (Fig. 3.18).

The drift space of the electron beam system contains a cylindrical electrode con-
nected to a grid electrode in front of and parallel to the target surface (Fig. 3.15). Both
electrodes form an electrostatic lens (collimator lens) causing the electron paths to
be perpendicular when the electrons hit the target surface.

The Beam Focusing and Deflecting Systems

The beam focusing and deflecting systems are magnetic coils positioned outside the
vacuum tube. The focusing coil generates a homogeneous axial magnetic field along
the electron beam. Electrons with additional radial velocity components are forced
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Fig. 3.18. Construction of typical electron guns for Vidicons. a Triode system. b Diode sys-
tem. c Modified diode system. C is the thermionic cathode, G; G1; G2 are the beam forming
electrodes, E is the electron beam

Fig. 3.19. Schematic design of a Vidicon system with magnetic beam focusing and electro-
static beam deflection. T+S is the transparent signal plate (S) with target layer (T ), F is the
focusing coil, D are deflecting electrodes, C is the cathode

to move on small circular paths and thus focused in one or several beam nodes. The
accelerating voltage is adjusted so that the first beam node lies in the target surface.

The deflecting system consists of two pairs of coils for horizontal and vertical
deflection. The coils are attached to the tube bulb and surround the bulb in the form
of half-circles. The two pairs of coils have an angular displacement of 90 degrees.
The application of a sweep voltage produces an alternating saw-tooth current with
linear wave front and consequently two orthogonal magnetic deflecting fields. The
frequencies correspond to the line and picture frequencies of the actual television
standard.

The interference between the focusing and deflecting fields can be eliminated in
tubes with electrostatic deflection and magnetic focusing. In this case the horizon-
tal and vertical deflecting fields are generated by two zigzag-shaped electrode pairs
(Deflectron, Fig. 3.19). Their forms and positions are adjusted to minimize picture
defects. They are produced by evaporating a metallic layer on the inner wall of the
bulb and subsequent computer-controlled laser structuring. The deflecting voltage of
several hundred volts must be extremely linear and free of noise.

Mechanism of the Videosignal Production in Vacuum Camera Tubes

It has already been described above that the optical image at the entrance window of
the camera tube produces an electrical charge distribution on the inner open surface
of the semiconducting target layer. During operation of the tube, this charge distri-
bution is continuously scanned with a fine and slow electron beam. The scanning
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Fig. 3.20. Equivalent circuit diagram of an image point on the target. a Target with resistance
layer. b Target with junction layer. C is the cathode, E is the scanning electron beam, R, C are
resistance and capacitance of an image point, I, Id are currents through an image point, U is
the bias voltage across the target

process produces secondary electrons which are absorbed by the grid electrode in
front of the target. Because the secondary electron coefficient is smaller than one,
more primary electrons are absorbed than secondary electrons emitted. The positive
charge distribution on the target surface is therefore partly or completely compen-
sated by the scanning electron beam.

The effect of the scanning process can be described by means of the equivalent
circuit of a single picture point of the target (Fig. 3.20). The diameter of each picture
point is determined by the diameter of the scanning electron beam. For the photocon-
ductive resistance target each picture point can be described as shunt connection of
a high-ohm resistor R and a small capacitor C (Fig. 3.20a). In the case of the barrier
junction target the equivalent circuit contains two current generators connected in
parallel and a small capacitor (Fig. 3.20b). The capacitors are normally charged to
the target potential (potential of the signal electrode).

During the scanning process, each picture point is hit by beam electrons within
a very short time interval of about 0.1 μs. In this interval each point becomes part of
the electronic circuit, in which the electron beam acts as fast switch. Without illu-
mination the capacitors discharge to some extent between two subsequent scanning
events. Through the next following scan this loss of charge is compensated. The cor-
responding current is the dark current of the camera tube. The voltage drop at the
resistor Ro is the videosignal in darkness.
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If an optical picture is projected on the (now illuminated) target, free movable
electron-hole pairs are knocked off by the photons in the semiconducting target layer.
Under the influence of the applied electrical field the charge carriers are separated.
The free electrons move to the positive electrode (signal plate) and the holes to the
negative electrode, i.e. to the open target surface which is stabilized at zero poten-
tial by the scanning electron beam. On the target surface the resulting instantaneous
distribution of the positive charge density is equivalent to the light image at the tube
entrance.

Between two subsequent scanning events the capacitors in Fig. 3.20 discharge.
The discharge current, which is different for each image point, flows through the re-
sistor, R, and current source, I , which are connected parallel to the capacitors, C.
During the next scanning event, the charge loss of the capacitors is almost compen-
sated. The corresponding compensation current produces a voltage drop across the
resistor Ro, which is the videosignal of the tube. The series of voltage impulses with
different amplitudes, generated during a frame period of the television system, con-
tains the complete information of the television image. During the line and frame
flyback, respectively, the target scanning is suppressed by negative blanking pulses
on the control electrode or positive blanking pulses on the cathode of the electron
gun.

Special Vacuum Electronic Camera Tubes

The Ebsicon: The light sensitivity of a Vidicon with silicon multidiode target can
be increased by a factor of about 300 if an image amplifier is connected to the tube
entrance (Fig. 3.21). In this case the target is not directly illuminated but bombarded
with electrons from the image amplifier. The electron image emitted from the pho-
tocathode of the amplifier is projected on the silicon target producing a correspond-
ing charge picture on the target surface. This type of camera tube is called Ebsicon
(Ebsi = electron bombarded silicon).

The Pyroelectric Vidicon (Fig. 3.22): This type of camera tube is sensitive to
infrared radiation. Its target is a thin dielectric disc of Triglycinsulfate (TGS) which
is spontaneously polarized perpendicular to the surface. The tube entrance consists of

Fig. 3.21. Design of an Ebsicon (electron bombarded Si-Vidicon). W is the fiberoptic window,
P is the photocathode, L is the electron lens system, S is the silicon target, F is the focusing
coil, D are deflecting coils, G is the electron gun
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a Germanium window. Incident IR-radiation, varying with time, changes the spatial
temperature distribution and hence the polarization of the pyroelectric target layer.
Consequently, the surface charge distribution on the target backside is also changed,
whereas the illuminated frontside is kept on the constant positive potential of the
adjacent signal plate. As the polarization is influenced only by variations of the IR-
radiation, the radiation must be modulated through an optical chopper or by periodic
movements of the camera with the result that the constant background radiation of
an object has no effect and the weak contrast of a thermal scene is enhanced.

The scanned surface of the TGS-layer can have a positive or negative charge sur-
face depending on the changes of polarization. For the electron beam scanning, it is
necessary to increase the surface potential by a constant positive amount. For this
purpose, the scanned surface is charged continuously with positive ions, which are
generated by impacts of beam electrons on residual gas molecules near the target
surface. The necessary gas pressure of Helium or Hydrogen gas is about 10−3 mbar.
Another possibility is the production of positive surface charges by secondary emis-
sion or making the TGS-layer weakly conductive. The scanning beam diminishes the
surface charge until each image point attains the cathode potential. The correspond-
ing potential jumps yield the videosignal at the signal plate. The spectral sensitivity
curve of a pyroelectric camera tube is shown in Fig. 3.23.

The optical resolution of an IR-camera tube is restricted by the thermal conduc-
tivity of the target, because the temperature profile produced by the IR-radiation is
rapidly dissolving. An increasing modulation frequency causes a rising spatial res-
olution, but a decrease of the videosignal. For improvement of the image resolution
targets with surface channel graticules are used. The channel distances are about
25 μm. The channel structure is made by ion etching with photomask technique.

Fig. 3.22. Schematic design of a pyroelectric camera tube. L is the infrared lens, W is the
IR-light window, S is the signal electrode, T is the pyroelectric target, F is the focusing coil,
D are deflecting coils, C is the cathode, G1...5 are the beam forming electrodes
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Fig. 3.23. Spectral sensitivity of pyroelectric Vidicons with different IR-entrance windows.
1 Germanium window. 2 Special IRTRAN-window. S is the spectral sensitivity (maximum =
100%), λ is the IR-wavelength

Geiger–Mueller Counter

Such tubes are used for intensity measurements of radioactive radiation. They consist
of a glass or metal tube containing a cylindrical or spiral cathode and a straight axial
metal filament as anode (Fig. 3.24). The tube is filled with gas of about
100 mbar. The gas consists of air, hydrogen or noble gases, with additional com-
ponents of organic or inorganic vapours.

With increasing anode voltage Ua the following discharge processes take place
in the counter tube (Fig. 3.25):

Low Ua (up to about 300 V): No formation of charge carrier avalanches (Ioniza-
tion Chamber Mode).

Medium Ua (up to about 500 V): Formation of charge carrier avalanches on the
path of incident radiation (spot of primary ionization); the discharge current is pro-
portional to Ua and to the energy of the incident radiation (Proportional Mode);

High Ua (up to about 800 V): By intensive production of photons each incident
particle or quant causes a “transverse ignition” of a discharge along the whole an-
ode wire. The discharge current is not dependent on the energy of the particles or
quants (Geiger–Mueller Mode). A further increase of Ua leads to a continuous glow
discharge.

A quick extinction of each single discharge impulse can be achieved by us-
ing a RC-circuit for the tube operation (with large R and small C; see Fig. 3.24)
and by addition of vapour components to the fill-gas, which cause a high absorp-
tion of photons (self-quenching counting tube). Because of the slow decay of the
ion space charge GM-tubes show a definite dead-time after each discharge impulse
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Fig. 3.24. Design and principal circuit of a Geiger–Mueller counter tube. C is the cathode
(helix), A is the anode (straight wire), U is the supply voltage

Fig. 3.25. Voltage-current-characteristic (U–I characteristic) of a Geiger–Mueller counter
tube. Under the abscissa the different ranges of operation are shown

(0.01 . . . 1 ms; no response), followed by a recovery time (0.1 . . . 1 ms; weak
response).

The pulse rate characteristic of a GM-tube, i.e. the pulse rate as a function of the
anode voltage Ua, is shown in Fig. 3.26. The height of the plateau in the characteristic
is proportional to the incident ion dose rate j .

Ionization Chamber

Ionization chambers are sensors for ion dose rate measurements. The glass or metal
chamber contains two plane or cylindrical electrodes and is filled with pure air or
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Fig. 3.26. Pulse rate characteristic of a Geiger–Mueller counter tube. ni is the number of
discharge impulses per second, U is the anode voltage, j is the ion dose rate

Fig. 3.27. Circuit (a) and U–I characteristic (b) of an ionization chamber. j is the ion dose
rate, I is the saturation current

Fig. 3.28. Cross-section of a pocket dosimeter for radiology and nuclear technology. E is the
quartz filament electrometer, L is the microscope lens, S is the scale, C is the contact pin for
recharge

argon gas at atmospheric or a higher pressure. Therefore, strictly speaking, it does not
belong to the group of vacuum tubes, but its production needs vacuum technology.
The principal circuit of operation and the characteristic are shown in Fig. 3.27. The
ion dose rate is defined as the charge of ions of one polarity produced in air in 1 s by
the incident radiation. The saturation current (order of magnitude several pA) flowing
between the electrodes is proportional to the ion dose rate. Ionization chambers are
widely used as pocket dosimeters in radiology and nuclear engineering.

The dosimeter in Fig. 3.28 contains an electrically charged quartz filament, which
is continuously discharged by the incident radiation. Such dosimeters have measur-
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ing ranges between 5 × 10−5 and 0.15 C/kg (0.2 . . . 600R; 1 R = 1 Roentgen =
2.58 × 10−4 C/kg).

3.4 Future Aspects
of Radiation Sensitive Vacuum Electronic Components

Photomultiplier tubes, channel amplifiers and scintillation counters have – as com-
pared with the corresponding semiconductor components – a very high light or radia-
tion sensitivity, a large signal amplification factor and a fast response. Consequently,
they are and will be used in a wide field of applications, e.g. for the detection of weak
and short radiation impulses in physics and medicine.

A new development for future applications is the flat panel photomultiplier tube
with an effective sensitive area of about 50×50 mm2 and a thickness of only 28 mm.
When used in a matrix arrangement, the dead space between the tubes is extremely
small, and the effective area becomes almost 90%. Each tube contains 12 dynodes
and a 8 × 8 multianode matrix structure for spatial resolution detection. The anode
pixel size is 5.8 × 5.8 mm2 and the spectral response range 300 . . . 650 nm. Tubes of
this type are, for example, used in Gamma cameras, Cherenkov counters and mam-
mography units.

For photon counting in the near infrared (NIR) region (wavelength 950 . . .

1400 nm), thermoelectrically cooled photomultiplier modules with integrated con-
troller and vacuum pump have been developed. The tube has a fast time response
(rise time 900 ps) and a high gain (about 106). Typical applications are photolumi-
nescence, Raman spectrometry, cathodoluminescence, fluorescence and LIDAR.

Present and future applications of photo- and secondary electron multiplier tubes,
described in this section, are, for example, spectrophotometers for UV-, IR- and vis-
ible light, spectrophotometers for atomic absorption, photoelectric emission, fluo-
rescence or Raman scattering measurements for quantitative analysis of elements
contained in a sample. Other spectrophotometric applications are liquid or gas chro-
matography, X-ray diffractometry, X-ray fluorescence analysis and electron micros-
copy. In semiconductor industry, narrow scanning beams of electrons, ions, light or
X-rays are used to prove the quality of semiconductor surface structures, the sec-
ondary particles or rays being measured with electron multipliers or microchannel
plates. For pollution monitoring, photomultipliers are used in atmospheric dust coun-
ters, turbulence meters for liquids, NOx- and SOx-meters. In biotechnology, electron
multiplier tubes are, for instance, used in flow cytometers for biological cell counting
and in DNA sequencers. In medicine, various types of scintillation counters are found
in gamma cameras, positron computer tomography and liquid scintillation counting.

During the last decade image converters and television camera tubes have been
partly and continuously replaced by equivalent semiconductor components. Vacuum
tubes for these applications have the advantage of high sensitivity, high resolution,
fast response and insensitivity against radioactive and cosmic radiation. Such prop-
erties are important in special fields like X-ray, infrared and gamma ray imaging.
Consequently, it can be expected that vacuum image converter and television camera
tubes will also play a considerable role in the near future.
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Electron Beam Devices for Materials Processing
and Analysis

H. Bluhm, B. Han, A.G. Chmielewski, D. von Dobeneck, U. Gohs, J. Gstöttner,
G. Mattausch, H. Morgner, H.W.P. Koops, A. Reichmann, O. Röder, S.W. Schulz,
B. Wenzel, and O. Zywitzki

4.1 Introduction and History

Electron beams have a manifold spectrum of applications in the world-wide high-
tech industry. They make possible specialized work, control and production in imag-
ing, analysis, spectroscopy, surface structurisation by lithography, deposition and
beam induced processes, plasma-activated high-rate Physical Vapor Deposition PVD,
welding, non-thermal materials refining, thermal surface treatment, directed vapor
deposition, curing and disinfecting of goods. This all started with the practical use
of the former “Kanalstrahlen” which was discovered by von Pirani [1] in 1907,
when he found refractory metals at his anode molten in a gas discharge tube, see
Fig. 4.1.

Imaging and materials analysis and treatment with electrons became practical by
the theoretical work on electron optics of E. Riecke [2], who investigated the mo-
tion of an electrical particle in a uniform magnetic field and in an electrical glow
discharge. F. Braun worked in 1897 on a method for demonstration and study of
the waveform of varying currents, when developing the cathode ray oscilloscope.
W. Wiechert [3] did experimental investigations of the velocity and the magnetic de-
flection of cathode rays in 1898. A first application of thermionic cathodes in a Braun
tube was published by S. Samson in 1918 [4]. This development of the oscilloscope
was a main subject in the 1920s, and Gabor used it to record traveling waves [5].
H. Busch did the calculation of the trajectory of cathode rays in axially symmetrical
electromagnetic fields in 1927 and developed the formula for the focal length of a
magnetic lens [6]. Methods were developed for the design of cathode ray tubes, e.g.
by E. Ruska and M. Knoll [7], which led to the understanding of geometrical electron
optics [8]. Using geometrical electron optical imaging of thermionic cathodes with
the aid of magnetic fields by M. Knoll, F.G. Houtermans and W. Schulze in 1932
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Fig. 4.1. Marcello von Pirani found molten refractory metals at the anode of his gas discharge
setup and invented electron beam refining of metals

[9] led to the development of the electron microscope in 1932 [10, 11] and in subse-
quent patents and publications to the establishment of a new technique in materials
analysis, chemistry, biology and medicine. At that time the microscope was called
“Übermikroskop” for the fact that at magnifications >1000× a resolution surpassing
that of the optical microscope was achieved.

Brüche [12] and Scherzer, and also Johannson [13] investigated the electrosta-
tic electron optics and founded the theory on geometrical electron optics and the
electron microscope. E.W. Müller showed imaging of atomic resolution in his field
emission microscope, which he invented and theoretically explained in 1936 [14].
A new type of electron microscope, the scanning electron microscope, was invented
by M. Knoll [15] in 1935. Its principle and theory [16] was described by M. von
Ardenne in 1937. M. von Ardenne and R. Rühle described in 1939 the application
of intense electron beams for drilling of small holes and evaporation of materials
in vacuum [17]. Investigating electron sources at the AEG-Zeiss research laboratory
in Mosbach, Germany, K.H. Steigerwald [18] invented in 1953 the electron-beam
drilling and welding process using a long focal Wehnelt design. He was followed
in this development of e-beam welding by J.A. Stohr [19] in 1958, who applied the
technology in nucleonics. The use of intense electron beams was stimulated in the
mid 1950s for development of new materials and new technological processes like
welding, melting, evaporation, for space engineering and developments for the car
industry, air plane industry and nuclear power plants. The technology development
was strongly supported by the efficient metal vacuum systems which were developed
after the Second World War. This allowed to develop techniques and equipment for
e-beam welding, drilling, melting, materials refining and e-beam evaporation, the
techniques which have today a secure position as industrial production processes.
In recent years the electron beam technologies were expanded to radiation treat-
ment of natural products, water, plastics and coatings for disinfection and materials
and surface hardening. The semiconductor industry now follows the Moore Law of
shrinking dimensions of transistors in electronic devices, and therefore relies very
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much on the advanced technologies of scanning electron microscopy and electron-
beam lithography. Those developments were described and since 1960 annually re-
ported in international conferences, like “Symposium on Electron Beam Processes”,
which became later “Electron, Ion Beam Science, and Technology”, first run by
R. Bakish [20]. In 1973 it was renamed as “The International Conference on Elec-
tron, Ion and Photon Beam Technology”. In 1995 the meeting became “The Interna-
tional Conference on Electron, Ion and Photon Technology and Nanofabrication”, to
more accurately reflect the growing importance of nanofabrication. EIPBN meets for
the 50th time in 2007. Its proceedings are published annually in the Journal of Vac-
uum Science and Technology (JVST) and JVSTB. This series covers extensively the
development of electron beam technologies in many aspects. An excellent work on
the industrial use of electrons was written by Schiller Heisig and Panzer in 1977 and
published in English in 1982 [21, 22]. Tables on all related questions are published
by M. von Ardenne in 1961 and 1972 [23].

4.1.1 Electron Optics

History

For optical microscopy E. Abbe [24] (1873) and Helmholtz [25] (1874) calculated
the resolution limit δ = 0.61λ/nα > λ/2, where λ is the wavelength and nα is the
numerical aperture of the objective lens. In the visible light, d < 200 nm is reached.
The resolution could be improved using light of shorter wavelength (ultraviolet) and
quartz lenses, or immersion liquids to enlarge n, the refractive index between lens
and sample.

L. de Broglie [26] (1924) postulated for the wavelength of the electron: λ =
h/p = h/(2emoU(1+eU/2moc

2)), which is approximated for non-relativistic elec-
trons (U < 60 kV) by λ = sqrt(150/U) in AE/V1/2 (1 AE = 1� = 0.1 nm), or
λ ≈ 1.2/

√
U in nm/V1/2. Here, h is the Planck constant, p = mv + eA is the

canonic impulse with v electron velocity and A magnetic vector potential, U is the
accelerating voltage, e is the electronic charge and m is the electron mass.

Deflection of Electron Beams in Electrostatic or Magnetic Fields

The deflection angle Θ is given by tan Θ = elE/mv2 = lE/(2Ub); l in m, E in V/m,
and Ub in V. The deflection sensitivity is given by A/Up = lL/(2aUb), with A, the
deflection amplitude at the end of distance L (distance between the middle of the
deflection plates and the screen), and Up, the voltage at the deflection plates.

Deflection of a beam in a magnetic field perpendicular to the paper plane is shown
in Fig. 4.2, right. The deflection angle Θ is given by sin Θ = elB/(mv) = 2.97 ×
105lB/U

1/2
b ). The deflection sensitivity using air coils is A/I = 0.24walL/(b2U

1/2
b ).

Here, w is the number of windings of the deflection coils, I is the current to the two
in series connected coils, B is the diagonal distance of the conductors parallel to the
axis a is the height of the coils and l is the length of the coils in axial direction.
Both deflection suffer from distortion ∼Θ3, deflection coma ∼α2Θ , and deflection
astigmatism ∼αΘ2, where α is the beam aperture.
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Fig. 4.2. Left: Deflection of a beam in a homogeneous electrostatic deflection field. Right:
deflection of a beam in a homogeneous magnetic deflection field, perpendicular to the paper
plane

Numerical Electron Optics

In the early years of electron optics, computing the electron optical properties of field
and lenses was done by hand using the Laplace differential equation which gives the
relation between potential distributions and the border conditions �φ = 0, with �φ

the Laplace operator of potential φ. The differential equation for the motion of elec-
trons was solved using the Runge–Kutta method and introducing two fundamental
rays.

Glaser describes in his book this procedure including analytic expressions for the
lens aberrations [27]. More accurate results are obtained by numerical field compu-
tation and solution of the differential equation (Liebmann’s mesh routine [28], Finite
element method, MEBS [29] by Munroe, finite difference method or other numerical
approaches like surface charge method by Rheeds [30], SPOC Software for particle
optics based on 2D first order finite element method [31], see also [32]). For an esti-
mation of the action of lenses and their aberrations, the paper of Liebmann and Grad
is well suited. Mulvey describes the dimensioning of the iron circuit [33]. The paper
shows that, especially when lenses for very high electron acceleration voltages are
built, the lens core must be designed conically to avoid saturation and parasitic lenses
in the core region.

Image Forming Properties of Magnetic Lenses

In modern electron microscopes magnetic lenses are in nearly all cases used as im-
age forming elements. The basic configuration is as follows. A current that runs in
iron-shrouded coils generates a magnetic field distribution in the gap of the shroud
that can be specially formed by pole pieces. The field is rotationally symmetric about
the optical axis z, and the field distribution B(z) along this axis approximates very
often a bell-shaped curve. The excitation of such lenses is conveniently described
by the parameter NI/

√
U∗, where NI are the ampere turns and U∗ the relativisti-

cally corrected accelerating voltage of the electron beam. In order to determine the
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Fig. 4.3. Fundamental rays used to calculate aberration

imaging properties of a lens, one has to solve the Lorentz equation (second order
differential equation) of electron motion. The ray path is determined, when, e.g. the
starting point in the object plane z = z0 and the slope are given. If one has two in-
dependent solutions, e.g. s(z) and t (z) with s(z0) = 1, s′(z0) = 0, and f (z0) = 0,
f ′(z0) = 1, all other solutions can be found by superposition. From these trajectories
the image plane and magnification of the lens can easily be attained, as is illustrated
in Fig. 4.3. Fundamental rays are used to calculate aberration. The focal length of a
weak lens, where the focal length is large compared to the extent of the lens field in
z-direction, is given by 1/fo = e

∫
B2(z) dz/(8mU∗) with e = electron charge and

m = electron mass. The image rotation which occurs in magnetic lenses is given by
Φ0 = √

(e/8mU∗)
∫

B(z) dz. The rotation can be reversed by reversing the excita-
tion of the lens. The focal length, focal position and principal planes are found, when
trajectories with s−(−∞) = 1, s′−(−∞) = 0 and s + (+∞) = 1, s|(+∞) = 0 are
chosen, as shown in Fig. 4.3.

The aberrations that occur in electron lenses can be classified as geometrical
aberrations, chromatic aberrations, and diffraction error. Geometrical and chromatic
aberrations are determined from the ray trajectories by calculating the deviation of
the aberrated ray trajectory from an ideal one without aberrations. In the third or-
der approximation of this calculation there are 8 geometrical aberrations: spheri-
cal aberration, isotropic and anisotropic astigmatism, field curvature, isotropic and
anisotropic distortion, isotropic and anisotropic coma. If there is not good rotational
symmetry of the lens field, we have in addition to these also axial astigmatism; if
there is defocusing, we have to consider this, too. As to chromatic aberration, one
distinguishes between axial chromatic aberration, i.e. the shift of the image plane
due to the chromatic error, and the chromatic aberrations of magnification and image
rotation, which occur on off-axis points.

To illustrate the design of a high resolution lens, Fig. 4.4 shows the cross-section
of a top entry stage lens, as used in the ELMISKOP R© 102. The specimen is intro-
duced through the 9 mm diameter upper bore into the gap. The stage mounts on the
upper pole piece, the specimen in the cartridge is coupled with the stage by cone fit-
ting. High mechanical stability can be achieved by providing good coupling between
the upper and lower pole piece and between the upper pole piece and the stage. The
coils are beneath the pole piece, so that the space above the lens is kept free for addi-
tional equipment. One of the advantages of such a lens is the rotationally symmetric



160 H. Bluhm et al.

Fig. 4.4. Schematic cross-section of the objective lens of the ELMISKOP 102: 1 specimen
stage, 2 specimen, 3 aperture slide, 4 thermistors, 5 objective coil, 6 cooling water chambers,
7 objective stigmator, 8 bottom objective pole piece section (pole piece), 9 cooling rod, 10 top
objective pole piece section (pole plate), 11 specimen cartridge in the working position

design, providing very good mechanical and thermal stability. It is demonstrated by
the fact that with this lens a line resolution of 0.7 A was attained.

Since the focal length and also the spherical and chromatic aberrations decrease
with increasing excitation, it is interesting to find out what happens at very high exci-
tations. Figure 4.5 shows the ray paths within a lens field at three different excitation
values for parallel illumination. Path I is the case used in conventional objective
lenses: the optical axis is crossed only once; the object is located in the first half of
the field. Path II represents the telecentric mode, which is used in the condenser–
objective lens according to Riecke and Ruska. Now, the object is in the centre of the
field, the first half of the field acts as a condenser, the second half as objective lens,
thus reducing focal length and aberrations. With this kind of lens, aberration coef-
ficients below 1 mm can be obtained at the expense of a very small gap (=3 mm).
A disadvantage of the lens for routine use in CTEM is the fact that only small areas
of the specimen can be illuminated what is very inconvenient at low and medium
magnifications. Path III illustrates the case of an excitation of NI/

√
U = 28. Now

the ray path crosses the optical axis twice, and if one arranges the object in the sec-
ond half of the lens field for CTEM, the focal length and aberration coefficients of
the objective part are further reduced, while nearly two thirds of the lens field act as
condenser system for parallel illumination (second zone mode). Thus the disadvan-
tages of the telecentric mode are avoided. The most important point, however, is that
this lens can combine low aberrations with a large gap, and therefore it is very well
suited for analytical attachments and STEM.

Magnetic lenses show image rotation, which depends on the lens excitation. So,
at magnification changes the final image tends to rotate. Since the direction of ro-
tation reverses with reversed excitation, it is possible to compensate this effect, in
some degree, by proper combination of excitation changes in several lenses. More
important then compensating this effect is the compensation of some geometrical
and chromatic aberrations that cannot be neglected at low and medium magnifica-
tions, e.g. isotropic distortion, chromatic aberration of magnification and rotation.
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Fig. 4.5. Ray trajectories for parallel illumination for different lens excitations. Part I:
NI/

√
U = 14, conventional mode; Part II: NI//

√
U = 19, telecentric mode; Part III:

NI/
√

U = 28, second zone mode; A: Object position for CTEM; B: Object position for
STEM

Isotropic distortion is known also as pin cushion and barrel distortion. Chromatic
aberrations of magnification and rotation must be considered when examining thicker
objects with energy losses at lower magnification. By proper combination of imag-
ing lenses, distortion and other aberrations can partly be compensated because of two
facts:

1. The coefficients of geometrical aberrations are excitation dependent and change
sign at certain excitation values.

2. By reversing the lens polarity some aberration coefficients change sign. When
knowing this, one can optimize a lens system with respect to the desired com-
pensations by computer.

Electrostatic Refractive Index, Geometrical Optics Representation

An electron beam experiences a refraction passing through a potential jump �φ =
φ2 − φ1. This is calculated using the power law sin α1/ sin α2 = v2/v1 = n2/n1 =
sqrt(1 + �φ/φ1), where v is the electron velocity and n is the refractive index. For
�φ > 0 it is α2 < α1 , which is a refraction to the normal.

This finding led Scherzer to state that in rotationally time invariant and charge
free lenses the spherical aberration is positive definite [34]. Figure 4.6 shows an
electrostatic “Einzel” lens having three electrodes, left and right ground and in the
middle the high tension potential.

Lens Aberrations

All electron optical systems use apertures to confine the electron beam. At the edges
of such apertures electron diffraction happens, and , since most fine electron sources
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Fig. 4.6. Electrostatic “Einzel” lens having three electrodes, left and right ground and in the
middle the high tension potential UL [9]; 1 imaging ray, 2 and 3 reflected rays

Fig. 4.7. Electron diffraction and interference at the edge of a semi-plane explains the appear-
ance of Fresnel diffraction rings at a holy carbon foil

show a certain degree of length coherence, diffraction rings can be observed. Fig-
ure 4.7 explains the generation of the diffraction rings (left) and shows an astigmatic
ring pattern observed in an TEM on a holy foil (right).

Real lenses suffer from aberrations due to principle electron optical character-
istics, like the diffraction aberration, spherical and chromatic aberration. Others are
generated by fabrication imperfections, like astigmatism, coma, and defocus. Fig-
ure 4.8 (left) presents such aberrations. Correction of the astigmatism is reached
using two superimposed electrostatic or magnetic quadrupoles, rotated by 45◦ with
respect to each other, to adjust for amplitude and angle of the correcting lenses.
Figure 4.8 shows schematic of the ray path and an electrostatic element used to
correct astigmatism. It is placed close to the lens to avoid combination aberrations
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Fig. 4.8. Left: principal a (spherical), b (diffraction), and imperfection aberrations c (chro-
matic) and d (astigmatism); e gives caustic cross sections of an astigmatic bundle at different
defocus [1]. Right top: schematic of the astigmatic ray path and correction of the astigmatism,
and right bottom: an electrostatic element used to correct astigmatism

between the two lenses. The radius of least confusion is rA = Δfaα/2, with Δfa
the astigmatic focus difference. For an unround lens bore with unroundness b, af-
ter Sturrok [4] one has ΔfA/b = 100(2 + 3(f/D)U/(NI)2. If b ≈ 1 μm then is
ΔfA = 2–3 μm. Using an aperture α = 6 × 10−3, the astigmatic disc of least con-
fusion is d = rA = 9 nm. To obtain in TEM a resolution of 0.1 nm, this aberration
must be corrected to ΔfA = 0.1 μm.

Deflection aberrations are of crucial importance for high-precision deflection of
electron beams. A side-field deflection system for 100 kV electrons was developed,
which rendered a linear deflection for wide angles. It was employed in e-beam weld-
ing and engraving machines in the 1960s. Figure 4.9 shows the side-field deflection
element which was used in Zeiss EB100 electron beam welding machines, built on
an epoxy winding carrier with coils wound around a ferrite ring core, and switched
to generate a deflection field.
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Fig. 4.9. Side field deflection element, principle, left, and deflection characteristic, right

The deflection of 9◦ was achieved with 0.1% deflection error. The system was
20 mm in height. An engraved field of squares shows the low deflection aberra-
tion [35]. For a detailed presentation of lens characteristics see Tables of Applied
Physics by M. von Ardenne and other electron optics textbooks [36]. The immer-
sion, 2 aperture lens and other applications of electric and magnetic fields like Wien
Filters, cylinder spectrometers, magnetic and electric spectrometers, time of flight
spectrometers and other accelerators are also discussed there.

Corrected Electron Optical Lenses

Using multipole correcting elements like octupoles with a refractive power ∼r3,
the spherical aberration can be corrected. Such aplanators are described in the mi-
croscopy section in more detail, and are now in use in high resolution scanning and
transmission electron microscopes [37].

4.1.2 Electron Sources

History of Electron Sources

Gas Discharge Electron Sources

From early experiments with gas discharge tubes electron and ion sources were de-
veloped. As cathodes in vacuum tubes heated tungsten wires were used to release
electrons with little requirements for local confinement. Induni [38] built the first
technically employed gas discharge source. In a vacuum chamber, where the elec-
trode distance d , the gas discharge space of length D and a gas pressure allows the
mean free path Λ of the gas molecules fulfill the relation d < Λ < D, a gas dis-
charge is maintained by the accelerating voltage. The electron beam is emitted to
the apparatus through an aperture serving as anode and gas pressure determining
opening nozzle of appropriate conductance. Figure 4.10 shows the gas discharge gun
schematic.
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Fig. 4.10. Schematic of the gas discharge gun

Fig. 4.11. Schematic of a two electrode system with a plasma discharge as cathode

At 50 kV a crater forms in the cathode due to ion bombardment. This crater deter-
mines the brightness [39]. To avoid this, technical applications use a rotating anode.
This was measured using argon ions of 270 μA discharge current. Here no significant
change of the brightness takes place over 5 hours. The following sequence of bright-
ness was measured for different materials: RMg = 3.5 × 103 A/cm2 sr > Rbe >

RAl > RV2A > RCuBe = 5.7 × 102 A/cm2 sr. For comparison of brightness
values it is more convenient to give the reduced brightness Rr, which is the bright-
ness divided by the electron energy at the measurement Rr = R/Ub [V]. There-
fore, the reduced brightness for a gas discharge source is: RMg,r = 0.07 A/cm2 sr
V > RBe > RAl > RV2A > RCuBe = 0.014 A/cm2 sr V. Change of discharge gas
causes only small variations of the brightness.

A two-electrode system with a plasma discharge as a cathode, see Fig. 4.11, is
used to extract electrons from a gas discharge and to prevent a high gas flux into
the beam vacuum. This type of cathode led to high-perveance electron guns of the
Duoplasmatron type used to cure surfaces. The extraction aperture prevented the
space charge widening of the beam [40].

Three-electrode System with W-hairpin
and Long Focal Length Crossover (Fern-focus)

This system was developed to save a condenser lens in an electrostatic microscope.
The emitted beam has a narrow aperture. The source image is ≈50 μm in diameter,
adequate to illuminate microscopic sample for transmission electron microscopy [41].
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Fig. 4.12. Steigerwald’s long focus electron gun combines Wehnelt shield cylinder and long-
focal extraction lens

When experimenting with this system Steigerwald found, that he could weld and drill
his apertures in the system with his beam, see Fig. 4.12. Now, such an electron gun is
employed for electron beam welding. Using a rod cathode and 50 keV, at 2 mA emis-
sion current a crossover is achieved in 170 mm distance with a radius of 0.1 mm [42].

Modern Electron Sources

Electron sources are in common use for a long time. All the oscilloscopes, TV sets,
monitors, vacuum display tube devices, and vacuum tubes use thermally released
electrons from wire or dispenser cathodes, as described in Chapter 10. Only a few
applications used field emitted electrons. Technical applications are high-power elec-
tron beams for metallurgy and materials recycling, waste water and gas treatment,
conservation of natural products, as described in the following sections of this chap-
ter, and also electron optical applications like microscopes and electron beam writers
for lithography.

Three properties of the electron gun are important: brightness (A/cm2 steradian),
energy spread (�E eV), and lifetime. In addition, it is of importance which vacuum
level is required for the operation of the source, and what is the technical precision
required to mount the source. The brightness determines how much current can be
focused into a given beam diameter from a given solid angle, and the energy spread
sets the diameter of the disk of confusion due to the chromatic aberration coefficient
of the final lens. The energy spread varies with gun operating conditions and has
been measured for a limited number of cases. Lifetime is a customer requirement
and determines the cost of ownership.

An electron source generally is composed from an emitter material of special size
and form, see Fig. 4.13, a second electrode to shield or accelerate the electrons, and
an anode electrode, which accelerates the electrons to the final energy. Figure 4.14
shows schematic presentations of cathodes. Left: EM7 tungsten hairpin system for
early electron microscopes and beam welding and drilling systems. Here the wire is
replaced by a ribbon of 1 mm width. Right: dispenser or oxide cathode for TV sets
and microwave tubes [43].

Figure 4.15 gives a schematic of a high-power rod cathode heated by direct elec-
tron bombardment. Such sources are employed in e-beam melting machines. The
wedge-shaped acceleration field separates outgoing electrons and back streaming
ions due to their different energies [44]. The separation of electrons and ions gener-
ated by the e-beam rendered constant brightness over time, a constant high-emission
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Fig. 4.13. Cathode designs: a hairpin cathode, directly heated, b strip cathode, directly heated,
c coil cathode, directly heated large area cathode, d spiral cathode, directly heated large area
filament cathode, e block cathode, large area cathode heated by electron bombardment, f bolt
cathode, small and large area cathode, the emitting area is the front face of the bolt. HK:
auxiliary cathode, K: cathode, UHK : bombardment voltage between auxiliary cathode and
cathode, UHK = 300–3000 V

Fig. 4.14. Left: EM7 electron gun for microscopes. Right: indirectly heated dispenser or oxide
cathode, e.g. as used in TV sets and vacuum tubes

Fig. 4.15. Schematic of a high-power rod cathode heated by direct electron bombardment

current density <2 A/cm2, and prevented a crater formation in the cathode by the
ion bombardment. It was especially used in high-current systems for Eidophor TV
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Fig. 4.16. Left: the EM7 flat three-electrode gun. Middle: the Rogowski cathode [46], as it is
used in electron beam welding and drilling machines. Right: Pierce-cathode system of high
perveance for large currents

projection systems. At 15 keV, the emission current density was jem = 0.7 A/cm2,
and the brightness B = 8 × 103 A/cm2 sr corresponding to 0.53 A/cm2 sr V.

A two-electrode system of high perveance uses an extended curved cathode. To
prevent ion bombardment of the cathode, an ion mirror potential wall is generated by
a positive potential with respect to the anode. This confines also the positive ion con-
centration, which is used in the extended beam to reduce the space charge broadening
of the beam despite of having high currents in the beam [45].

Figure 4.16 shows schematic the EM7 the flat three electrode gun (left) and the
Rogowski cathode (middle), as it is used in electron beam welding and drilling ma-
chines. For large beam and very high current applications the Pierce gun is used, see
Fig. 4.16, right.

High-brightness Electron Sources

W-hairpins deliver at 2900 K a current density of 1 A/cm2. Oxide and dispenser
cathodes deliver up to 10 A/cm2, but are large area and high current sources. For
microscopy an increase of brightness is wanted, but not of current. Therefore, LaB6
rod cathodes are in use, which deliver 10 A/cm2, but those are used in a tipped con-
figuration grinding the single crystalline material to a 4 flat pyramid, see Fig. 4.17.
This delivers at 1850 K a current density of 10 A/cm2 at a total emission current of
10 μA.

An increase of brightness is obtained for microscopy using tipped hairpin cath-
odes and Schottky or cold field emitters. Figure 4.18 gives schematically the used
electrode configuration. For tipped thermal cathodes the electrode is a suppressor
at −100 to −1000 V to confine the electron emission by the Wehnelt potential. At
50 keV electron energy and T = 2000◦C cathode temperature tipped cathodes ren-
dered a brightness of B = 3 × 105 A cm−2 sr−1 or Br = 6 A/cm2 sr V. The emission
current density was j00 = 5.3 A cm−2 at a total beam current of I = 10 μA.

Using Schottky- or cold field-emitters, the extraction electrode is used to gen-
erate by current regulation the field emission conditions, high field at the tip of
≈2–4 V/nm, and the anode is used to accelerate the beam to its full potential [49].
The etched sharp tip increases the brightness, however, the lifetime of such cath-
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Fig. 4.17. Three types of LaB6 cathode used with SEMs’: a indirectly heated rod cathode
[47], b directly heated LaB6 hairpin [48], c pyrolytic sandwich cathode. Major problem with
all LaB6 cathodes remains the material itself. A sensitive balance between brightness and
material evaporation at 1820◦C is to be maintained. In a vacuum of 10−7 mb such cathodes
have a lifetime of 3 months at continuous operation, e.g. in a lithography system or SEM

Fig. 4.18. Schematic of 3-electrode configuration. Left: tipped thermal cathodes or thermo-
field (Schottky). Right: cold field emitters (Butler-gun) [51]

odes is limited in high vacuum by ion bombardment. Therefore, thermo-field and
cold field-emitters are used in costly UHV gun chambers at an ambient pressure of
p < 10−9 mb. Today’s most used thermo-field emitter is the Zr-O-W emitter. The
zirconium layer on the top of the intermediate oxygen layer adsorbed and main-
tained at the <100> axis of a W single crystal tip supplies electrons with a work
function of 2.9 V. The current density is <1000 A/cm2. At 10 kV the brightness is
2 × 107 A/cm2 sr, or Br = 2000 A/cm2 sr V [50]. Such cathodes are used in three-
electrode configurations.

Electron guns with higher brightness and lower energy spread can improve res-
olution and reduce exposure time in SEMs, as given in Table 4.1. They will only
improve resolution, however, when other limitations such as instrumental imperfec-
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tions and/or electron specimen interaction phenomena do not predominate. In many
cases where other limitations do predominate, greater brightness will only increase
the beam current.

Table 4.1. Comparison of different electron sources for microscopy, lithography, deposition
and analysis

Field emission (cold cathode) LaB6 Tungsten filament

Brightness (A/cm2 sr) 109 107 106

Virtual source (Å) <102 105 >105

Energy spread (eV) 0.2 1.0 1.0
Service life (h) ≥2000 1000 40
Operating vacuum (Pa) 10−7 10−5 10−3

Fig. 4.19. Principles of electron sources to evaporate materials in technical processes: a evap-
orator with electron impact heating, linear cathode and electrostatic focusing; b evaporator
with electron impact heating, ring cathode and electrostatic focusing; c evaporator with ax-
ial gun and electrostatic telefocusing; d evaporator with electron impact heating like (b) with
electrostatic focusing and beam turning; e evaporator with axial gun, magnetic focusing, and
magnetic beam turning by 90◦; f evaporator with transverse gun and magnetic beam turning
by 180◦
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Brightness

The brightness B of an electron beam is the current density per unit solid angle, with
the current density j = I/F , the crossover area F = πd2/4, Ω = πα2 the unit solid
angle. For a converging or diverging beam, B is given by the following expression:

Br = I/FΩς = 4I/π2d2V [A/cm2 steradian volt], (4.1)

where I is the beam current (ampere), d is the beam diameter (cm), α is the beam
half-angle (radian) and V electron accelerating voltage.

Experimental determination of brightness is difficult because it requires accurate
measurements of beam diameter, beam angle, and beam current. Three methods are
most frequently used to measure brightness: 1) the two aperture method [52], with
moderate accuracy for thermal cathode electron guns where the crossover diameter is
10 μm or greater, 2) the cross-over projection method [53], a more accurate method
and can be extended to smaller crossovers, and 3) measurement of the characteristics
of a converging beam [54] being the most convenient for measuring the brightness
of an SEM beam and also useful with field emission guns. Electron sources for ma-
terials treatments and evaporation – high power electron beams – use a high current
cathode and electrostatic or magnetic beam focusing and beam stirring, see Fig. 4.19.
Beam currents range from mA to hundreds of A. Accelerating voltages range from 3
to 30 kV. Applied power is from mW to 10 MW.

4.2 Thermal Materials Processing

In thermal EB machining processes the beam is used for the removal of material
at the point of action by melting and vaporization, or for producing a temperature-
dependent change in material properties. The two main applications in use differ
in regard to the processing modes and plant design: thermal processing of solids
and of thin films. For thermal processing of solids the kinetic energy of the beam
electrons is converted to heat when the beam hits the surface of solid matter. This
heating is used either for the removal of material or for thermally inducing structural
or chemical changes at the point of beam action. In general, it will be necessary to
protect the neighbourhood of the work site, at least outside a certain range around
this point, from any undue thermal stresses and X-ray radiation doses that may occur.
For EB machining like drilling or milling diameters, widths, depths, and profiles are
limited to a processing depths TR, which is determined by the electron range S in the
corresponding material to TR � S.

The process of energy absorption in the target material depends on the power
density in a Gaussian rotationally symmetric beam, which is given by pF(r) =
URjFO exp −(2r/dF)2. It supplies the power distribution pF(r) = URjFO(πd2

F/4) =
URIR, where UR is the accelerating voltage, IR is the beam current, dF is the focal
spot diameter, r is the distance from the spot centre, and pF0 and jFO are the power
and current densities at the centre of the spot, respectively.
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Fig. 4.20. Left: spatial density distribution of the relative absorbed power pA/pA max as a
function of the reference coordinates (2r/dF, z/S) for dF � S. Right: power regimes for
e-beam processing

Not all of the beam power P0 is converted to heat in the work piece, since back
scattering reduces the active number of electrons within the electron range S by a
fraction ηP0, where η is the back-scattering coefficient <1. In addition, the surface
topography of the work piece reduces the active power due to a topography depen-
dent η value.

Typically, for df � S one obtains pA max = 1.45ηURjFO/S. Since S ∼ U2
R,

the absorbed power density is proportional to jFO/UR. This means that at similar
current densities it decreases with rising accelerating voltage, despite of the increase
in power density. This estimation also holds for df ≈ S. As a consequence, this yields
a drop in pmax and a wider radial extension of the absorbed power distribution as the
values of df/S decrease, see Fig. 4.20, left. Figure 4.20, right displays the power
regimes for e-beam processing applications.

In the material-removing process the power density at the hit surface is influ-
enced by: reduction of back-scattering losses at a greater channel depth; enhanced
wall admittance at reduced actions on the bottom by way of the beam aperture power
density distribution at the work-piece surface and at the bottom of the hole; increased
power density at the bottom of the hole due to large reflection coefficients of the mar-
ginal rays; increased wall admittance and reduced actions on the bottom by electron
scattering in vapor; focusing action due to positive space charge due to metal vapor
ionization; and absorption and scattering by splashes of the material.

Considering Gaussian heat sources allows to solve the inhomogeneous equation
of heat conduction ((∂/∂t) − (λ/ρc)�)T = pA/ρc, with � = (∂2/∂r2). This equa-
tion generally allows one to determine the temperature distribution T (z, r, t) caused
by the action of the beam with respect to time and space. Here a is the thermal con-
ductivity, Q is the density, and c is the specific heat of the material. In the case of
a flash-type point source with pa = E0 d(z) d(r) d(t) a temperature distribution in a
homogeneous infinite medium is produced. Here E0 is the input energy supplied to
the point r = 0, z = 0 at time t = 0.
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Fig. 4.21. Left: temperature profile produced from a point source by heat conduction for vari-
ous times. Right: temperature propagation time τ versus the thermal diffusivity a = λ(ρc) for
various values of S and dF

T (r ′, t) = (E0/(ρc(4πat)3/2) exp(−r ′2/4at), where a is the thermal diffusivity
and r ′ is the distance of the point under consideration from the point source. The
exponential term describes the temperature propagation with respect to space and
time, and the previous factor causes the conservation of energy with time. Figure 4.21
plots the spatial temperature profile produced by heat conduction from a point source
for various times.

By resolving the density distribution pA of the absorbed power in a timed se-
quence of spatially arranged point sources and superposing the temperature distri-
butions obtained, it is possible to calculate the temperature characteristic described
above for any energy distribution with respect to time and space. If the time t ap-
proaches the order of τt the effect of heat conduction causes an extension of the
temperature field beyond the limits of energy absorption set by the focal spot diame-
ter dF and the electron range S. The temperature rise in the maximum of the energy
absorption falls short of the time-linear characteristic: Tmax(t) = PA maxt

n/ρc, with
n < 1, t � τt.

At τt, it finally approaches a steady-state value. The resulting temperature distri-
bution depends solely on the input beam power and the thermal conductivity of the
material. For r > dF, or r > S this temperature distribution is T (r) = P0/(2πλr),
to τt and goes far beyond the temperature distribution obtained with quasi-adiabatic
heating. The temperature difference between the point of maximum energy absorp-
tion and the surface becomes almost zero.

4.2.1 Welding

First electron beam welding machines have been developed around 1950. Since then
the technology of electron beam welding has found a world-wide wide-spread ap-
plication [55]. The reason is the unique characteristics of this welding process, if
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Table 4.2. Thermal processing effects

Thermal effect Technological effect Materials
1. Phase transformation in
the solid state

Hardening Hardenable steel

2. Sublimation Material removal, drilling,
milling, engraving, separation

Diamond, graphite, quartz
glass

Decomposition of solids
into volatile components

Etching, nanostructuring Cellulose (paper), various
plastics, green ceramics

Decomposition with at
least one solid component
in the cooled-down state

3-D constructive nano-
structurization

Gallium arsenide, gallium
phosphide EBID induced
processes

3. Melting Microwelding Metals
Polishing, alloying Silicon, germanium
Fusion scratching Silicon, germanium, ceram-

ics, ferrite
4. Vaporization Material removal Metals, plastics, dielectrics
Quasi-sublimation (drilling, milling, engraving)
5. Shock waves Crushing Rock

compared to the commonly used electro-welding process, see Table 4.2 summariz-
ing thermal processing effects. Very small joints of very different materials can be
generated with a very high precision and with a highly automated process [56].

The main characteristics of electron beam welding are as follows. Very high
power density in the focus spot of the electron beam, e.g. 107 W/cm2. Up to 200 mm
welding depth is possible. Very small weld joints are obtained due to an in-depth
welding effect. Very low heating of the work piece. Welding in vacuum, in inert
gases or in air. High reproducibility of the quality of the welding seam. High weld-
ing speed and productivity. No addition of welding material required. Automated
process and weld seam positioning. Many materials and work piece combinations
which cannot be welded with conventional electro-welding or arc welding can be
joint with electron beam welding [57].

The schematic of the electron-beam welding system shows Fig. 4.22, left. The
beam is formed with an axial electron gun, focusing magnetic lenses and a deflection
system for beam stirring. The electron beam column sits on top of a work chamber
with work piece stage. Further components are the vacuum system, high voltage
generation, beam deflection and machine control computer. Positioning of the work
piece with respect to the beam is performed using either a CCD camera peeking
through an optical microscope having its objective lens inside the welding system
or using backscattered electron detection with scintillator–photomultiplier amplifi-
cation or semiconductor detectors. Middle shows a modern welding system. Right
shows an in-depth welding seam. This is possible by the in-depth welding effect,
which originates from the high power density which not only melts the materials but
vaporizes it. The pressure of the metal vapor squeezes the molten material to the side
and a capillary of vapor is generated, which allows the electron beam to penetrate
into deeper depth. This effect produces the narrow and deep seams in electron beam
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Fig. 4.22. Left: electron beam welding machine, schematic. Middle: e-beam welding system,
max. beam power 10 kW, UB = 60 kV. Right: in-depth welding seam, 63 mm deep, 2 mm
wide

Fig. 4.23. Left: schematic of an e-beam welder operating in air. Right: weld of a tailored Al
joint

welding systems, see Fig. 4.22, middle and right. Typical parameters are: an electron
energy of 60 to 150 keV, a maximum power of 1 to 50 kW, and beam diameters of
0.1 mm to 1.0 mm depending on the beam power. In high vacuum chambers steel
and non-iron metals like aluminium and copper are welded at 1 Pa chamber pressure
with good quality, see Fig. 4.23 for the schematic of the system, left and the welding
result, right. Reactive work pieces like titanium require a work chamber pressure of
<0.05 Pa.

To fabricate very large steel structures, like nuclear reactor housings or pipeline
tube welding, the electron beam is allowed to pass through diaphragm pressure stages
out to the atmosphere [57], see also Fig. 4.23, left. Typical beam diameters are now
due to the scattering in air around 1.5 to 2.5 mm. To obtain a homogeneous seam, the
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beam is wobbled and guided in geometric figures inside the weld area by elaborate
scanning processes.

Hole Drilling by Means of an Electron Beam

The first industrial use of holes drilled by e-beam in jewel bearings of watches was
produced in 1960 at Carl Zeiss, Oberkochen, see Fig. 4.24a. Today single pulse mode
or perforation and multi-pulse drilling are state of the art, with again two different
techniques: percussion and trepanning, see Figs. 4.24 and 4.25. In practice, perfora-
tion is used nearly exclusively due to the high productivity compared to laser beam
drilling, electro discharge machining or electro chemical machining.

The highly accelerated electrons are focused to or near to the work piece sur-
face. At the spot of impact, they release their kinetic energy, melt and vaporize the
material. For perforation at the reverse side of the work piece, a backing material
is applied, which produces a high vapor pressure as soon as the beam penetrates
through the work piece. This pressure of up to 100 bars blows the liquid material
out of the borehole and leaves only little heat and a very thin (approx. 5 μm) recast
layer at the wall of the hole. The main process parameters with a typically constant
acceleration voltage of 120 kV are: mA beam current to vary the hole diameter; pulse
time typically 10 μs to 10 ms depending on depth for penetration; the focus position
relative to the work piece surface influences the shape (taper) of the hole. Figure 4.26
shows a modern electron beam drilling machine.

Drilling processes range from single pulse for screen production or rotogravure
printing cylinders with 10 to 100 Mio holes/m2 to multiple pulses and pulse mod-
ulation for smaller numbers or single holes, e.g. in ruby watch stone bearings to
oscillating pulses for trepanning for stencils and spinnerets, and to tapered holes in
special materials for jet engines. Challenges are scanning speed and beam position-
ing.

Fig. 4.24. Single pulse perforation: a–c rotogravure print cylinder, d holes for tofu production,
e screen for pulp and paper centrifuges, f fiberizer for glass wool production in highly alloyed
steel. Right side: top view of d, e, f
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A high drilling rate is achieved and shrinkage problems are overcome by rolling
the sheet metals around a drum and then continuously rotated and shifted on a man-
drel below the beam. An incremental encoder triggers the pulses when the position of
a hole is under the beam. During the time of impact, the beam follows the circumfer-
ential speed of the work piece surface (drilling on the fly). Drilling speeds between
10 holes per second for the largest possible holes and 150 000 holes per second for
tiny little holes can be achieved today. The markets for drilling non-metallic materi-
als, smaller holes and screen- or rotogravure-printing are still to develop by making
use of higher speed computers. Figures 4.24 and 4.25 show different applications of
the drilling process.

Fig. 4.25. Multi-pulse drilling: a rubin bearing of watches, hole diameter 0.08 mm, 0.3 mm
thick; b trepanning of an ellipse, 3 mm long, 1.5 mm thick; c slotted hole with 0.6×0.25 mm;
d trepanning of spinnerets, slot width 0.06 mm wide; e 60 mm depth hole with diameter
0.8 mm in steel; f tapered hole, 12 mm depth, exit diameter 0.12 mm; g quartz, 15 mm thick,
hole diameter 0.1 mm

Fig. 4.26. Electron beam drilling machine
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4.2.2 Thermal Surface Modification

Electron beams offer great possibilities for thermal surface modification. This is
due to the high power density, small beam spot diameter and the great deflection
capability of the beam. Table 4.3 presents the solid an liquid phase proces-
ses [58].

EB-hardening is employed to locally harden surface areas of steel, cast iron
and can replace conventional technologies like induction or flame hardening. The
e-beam is swept over the surface in the areas to be hardened and heats the mater-
ial almost to the melting point. A self-quenching process by heat conduction hard-
ens the material. Setting the duration of high surface temperature allows to set the
hardening depth. Typically 10% of the wall thickness or 0.1 to 1.5 mm can be
reached.

The advantages of e-beam hardening are:

• Hardening as a finishing process with exactly determined hardening depth.
• Low hardening distortions.
• Metallic shiny surfaces are obtained in the vacuum process.
• Highly reproducible as computer controlled process.
• Partial hardening of surface regions according to the technical construction.
• No tempering required.

By e-beam glowing the reshaping of the work piece is improved. EB-liquid phase
processes are mainly used to improve the local corrosion and wear characteristics of
work pieces.

E-beam fusing is widespread in use. In this technique the surface is shortly
molten and by the high cooling velocity a fine grain phase is obtained, which re-
sults in lower wear and better corrosion resistivity. With multi-melt-zone technique
typically a speed of 1 and 5 cm/sec are reached. Especially cast iron camshafts are
produced by this way for automotive.

Table 4.3. Technologies for thermal surface modification with electron beam

Solid-phase processes Liquid-phase processes
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To generate an electron beam melted alloy, an additional material is fed as wire,
ribbon or rod to the melt, or the surface is coated with the alloy component before the
beam application. This process improves the wear resistance of the treated surface.
E-beam facing is used to reinforce highly stressed work pieces by melting the base
only a little and adding the protective material.

Thermal Surface Modification
by Application of High-power Pulsed Electron Beams

Intense particle beams got interest in the 1970s during the search for an effective very
high power driver for inertial confinement fusion (ICF) delivering power densities of
more than 100 TW/cm2. They were not usable as the Bremsstrahlung created dur-
ing interaction with the target material preheats the fuel inside the fusion pellet and
thus prevents compression to high densities. Presently intense pulsed electron beams
are mainly developed for material surface modification [59], see also Fig. 4.27, left
and right, as pumping sources for high power excimer lasers, for intense pulsed mi-
crowave production [60], and as high-power radiation sources for flash X-ray radi-
ography [61].

Material surface modification with pulsed electron beams efficiently transforms
kinetic energy into heat. Typically a specific energy deposition of 3–15 kJ/cm3 is
required to heat a material from room temperature to above the melting point. Thus,
for the achievable electron beam power densities of a few MW/cm2 and for the pene-
tration depth of 100–400 keV electrons (≈20–100 μm) pulse durations of a few tens
of μs are required. This is still short enough to neglect heat losses from the depo-
sition zone. Using a high-current electron pulse, heating rates of up to 109 K/s can
be obtained and melting of large surface areas (up to several 100 cm2) to a depth of
tens of μm becomes possible. Subsequent to the pulse, rapid quenching due to heat
conduction into the bulk unaffected material occurs. At the resulting high cooling
rates of up to 107 K/s amorphous, glass-like or new nano-crystalline structures are
created, which improve the corrosion and wear resistance and increase the hardness

Fig. 4.27. Left: technology of surface hardening with e-beam. Right: disks from Ck45 hard-
ened to a depth of 1 mm
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of the treated surface layer, see Fig. 4.28 for a tooth hardened saw. In addition, alloys
can be formed by co-melting a thin surface coating together with a thin layer of the
base material.

A schematic of the pulsed electron beam facility GESA [62] at Forschungszen-
trum Karlsruhe is shown in Fig. 4.29, left. The electron source is a multipoint ex-
plosive emission cathode constructed of 700 graphite fiber bushels, each connected
through a resistor to the high-voltage generator [63, 64]. Its emissive area amounts
to 700 cm2.

Pulsed electron beam treatment has been applied very successfully to MCrAlY
superalloy coatings, which are widely used for oxidation protection on gas turbine
blades at high temperatures above 900◦C. Here M stands for Ni and/or Co. After
melting the surface of this coating with a single 120 keV electron beam pulse of
30 μs duration, cooling rates of 2.5 × 106 K/s are obtained, and a glassy surface
layer of 20 μm thickness forms. As shown in Fig. 4.29, right, the two-phase structure
has changed into a single-phase structure in the melting zone. When exposing the

Fig. 4.28. EB-hardened teeth of a sharp industry knife. The depth of e-beam hardening is
1.2 mm. The tooth separation is 2 mm

Fig. 4.29. Left: schematic of the pulsed electron beam facility GESA. (Electron energy: 50–
150 keV, electron current: ≤700 A, energy flux on target: ≤50 J/cm2.) PDCU stands for pulse
disruption control unit which serves to control the pulse duration. Right: MCrAlY-oxidation
protection layer after pulsed electron beam treatment. The upper part of the electron micro-
graph shows the restructured surface layer, whereas the original MCrAlY two-phase structure
is still visible in the lower part of the micrograph. Lower part: original MCrAlY two-phase
structure



4 Electron Beam Devices for Materials Processing and Analysis 181

MCrAlY layer to air at 1000◦C, Al migrates to the surface and a thermally grown
Al2O3 oxide scale (TGO) develops, which protects the underlying material against
further oxidation. Much thinner and more uniform oxide scales grow on the e-beam
treated surface. This TGO can also serve as a reliable bonding layer for ceramic
thermal barrier coatings (TBC) like yttria stabilized zirconia (YSZO), which are used
to increase the operating temperature and thereby the efficiency of future gas turbines
[65].

In surface alloying thin metallic coatings (e.g. Al or Ni) are co-melted with a thin
layer of the base material to form alloys which eliminate the corrosion of steel for
special nuclear power reactors [66].

4.2.3 High-rate Evaporation by Electron Beam Guns

Electron-beam evaporation is used to produce thin layer coatings in a thermal process
in high vacuum [67]. Different from other processes like inductive heated sources or
jet evaporators the electron beam energy is converted to heat directly in the surface
of the material in the crucible which is to be evaporated. Therefore, water cooled
crucibles can be used, and almost all materials, even high melting point materials, can
be evaporated with high purity and high evaporation rates. Also, reactive vaporization
and precipitation of alloys is possible. In the 1960s high power electron guns were
developed as axial or transverse evaporator guns [68].

Transverse-guns are compact electron sources constructed as a unit with the beam
guiding optics and the crucible. They guide the electron beam in a 270◦ deflection
from the electron emitting wire or coil up into the crucible, see Fig. 4.30. Typically, a
power of 5 to 20 kW is used at 10 kV accelerating voltage. Such systems are mainly
used in coating systems for optics and in laboratory units.

Axial guns having a dynamic beam deflection with deflection angles up to ±45◦
are used for evaporation in a power regime from 30 to 300 KW at 20 to 60 kV ac-
celerating voltage [69], see also Fig. 4.31, left and right. It is required to separate
the gun and the crucible area by differential pumping and pressure stages. Such guns

Fig. 4.30. Left: principle of a 270◦ transvers gun evaporator. Right: technical realization with
a crucible diameter of 50 mm, 14 kW, 10 kV
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Fig. 4.31. Axial guns employed for generation of evaporation line by EB bended in a static
transverse magnetic field above the crucible. Left: EB from an axial gun horizontally deflected.
Right: EB vertically deflected to cover the whole bath of the melt

are especially useful for reactive evaporation and large area coaters with high va-
porization rates. Crucible dimensions exceed even 1 m, and rates reach 10 μm/sec.
Backscattered electrons are not contributing to heat the crucible, and special mea-
sures like magnetic traps are used to prevent them to ionize the evaporated atoms
and to reach the sometimes thermally sensitive substrate.

The evaporation rate is determined by the local surface temperature and the ma-
terial’s vapour pressure at that temperature,

rv =
√

mpD(Tv)√
2πkTv

,

with rv specific evaporation rate for the vaporized mass per area and time, Tv the
vaporation temperature, pD the vapour pressure of the vaporized material, k Boltz-
man’s constant, m the atom, respectively, molecular mass of the vaporized particles.
Integrating the Clausius–Clapeyron equation, the relation of pD (Tv) is obtained

rv = A · √
Tv exp −

(
Qv

R · Tv

)
,

where A denotes integration and other constants, Qv is the heat of evaporation, and R

is the Avogadro gas constant. The density of the vapor stream distribution Φ(α) fol-
lows the law Φ(α) = Φ0 cosn α, with α the angle between the vapour and direction
perpendicular to the surface. In case of high pressure in the vessel, atom scattering
of the vapour atoms widens the distribution.

Specific evaporation rates versus temperature are given for several materials in
Fig. 4.32. It is necessary to use dedicated scanning techniques to keep the melt tem-
perature within a small deviation of the required temperature in the bath. This holds
especially for deposition of alloys and in deposition of materials produced in the gas
reaction before the deposition.

The economically important applications of e-beam deposition with high rate
of evaporation are: aluminium for barrier layers on plastic films for food packag-
ing(100. . . 200 nm/s), CoNi CrAlY as corrosion resistant overlay coatings on tur-
bine blades(100. . . 400 nm/s) and ZrO2-Y2O3 as thermal barrier coatings on turbine
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Fig. 4.32. Temperature dependence of the specific evaporation rate of some materials

Fig. 4.33. Mixing in vapour phase by separate evaporation from two crucibles

blades. Cobalt layers as magnetic tape storage medium, and TiO2 photocatalytic lay-
ers and high refractive layer in optical systems. SiOx as transparent protective layer
and as low refractive index layer in optical layer stacks. TiN-O as solar absorber layer
on copper foils. Mixing in vapour phase by separate evaporation from two crucibles
is shown in Fig. 4.33.

A dedicated compute control hardware is employed to assure constant evapora-
tion speed and rate as well as layer thickness at the target. When depositing alloys
or gas reaction generated materials, one has to consider that gases are chemisorbed,
but metals are adsorbed with a stronger bond. Reactive gases therefore have to have
a higher pressure to avoid non-stoichiometric deposits. Evaporated deposits are in
general microcrystalline in a columnar build up.
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Fig. 4.34. Left: schematic of the spotless arc process (SAP). Right top: conventional deposited
layer of Ti without plasma activation, substrate temperature 180–220◦C, rate of evaporation
100 nm/s. Right bottom: SAP produced layer, substrate bias 100 V, substrate temperature
50–220◦C, ion current density 50 mA/cm2

A modern way to generate almost amorphous deposits is to generate a plasma
discharge by an arc to the melt and to accelerate ionized evaporated atoms to the
substrate. Figure 4.34 shows the SAP process schematic and the comparison of a
conventional and a SAP or HAD produced coating, with SAD (spotless arc depo-
sition) [70]. The HAD (hollow cathode arc activated) process delivers similar good
results.

In metal, glass and plastic coating technology the material is provided in a vac-
uum chamber as rolled or sheet material. After a cleaning step by gas discharge,
plasma or ionizing process, the material is transported into one or more evaporation
and deposition chambers and finally stored in a collecting chamber. Such machines
are produced, e.g. by Leybold and v. Ardenne Anlagentechnik, and can extend 10 to
30 m and coat up to 3 m2 in one process.

4.2.4 Electron Beam Melting and Refining in Vacuum Metallurgy

A universal cathode ray furnace device with a modern concept for the beam source
for vaporizing and melting was described in Rühle’s patent [71] in 1939. In the 1950s
industrial utilization of electron beam melting arose from the very demanding new
requirements of special metals in the aircraft, aerospace, chemical and nuclear indus-
tries. The development was possible by the availability of high-performance vacuum
pumps allowing reliable control of large gas loads. The first industrial electron beam
melting furnaces were developed around 1955 with 30 to 250 kW power by Candidus
(National Research Corporation) and Smith (Temescal Metallurgical Corporation).
Subsequently erected plants employed numbers of high-power electron guns. Also,
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Fig. 4.35. Left: the principle of electron beam drip melting technology. Right: reality

methods for improved refining were developed [72]. Very high power furnaces of up
to 6 MW were developed in the 1980s, e.g. a 6000 kW cold-hearth furnace with 5
axial guns for the melting of steel (Ingot weight 30 t) by Jumz (Russia). Other com-
panies are: NRC (USA), Heraeus, IvA, and ESW(Germany), Airco Temescal and
THT (USA) using 1200 kW drip melting furnace with 1 axial gun or 3000 kW cold-
hearth furnace with 22 transverse guns, each rated 150 kW. In 1997 Timet, Oremet
(USA) used a 5000 kW cold-hearth furnace for melting of titanium with an ingot
weight of 25 t.

Electron beam melting (EBM) is a two-mode process. The original drip-melting
mode relies on selective vacuum purification, removing impurities with vapor pres-
sures higher than the metal being processed. In cold-hearth refining, or EBCHR,
inclusions are removed as the molten metal flows through the hearth by flotation
and sedimentation in addition to the evaporative purification. Those floating on the
surface break down on exposure to the beam and either evaporate or dissolve in the
metal. The heavy inclusions sink to the bottom of the hearth and are removed with
the skull. Any light inclusions that remain floating are prevented from flowing into
the ingot by a dam.

The different methods of EB drip melting are shown in Fig. 4.35. The effect of
the high-power electron beam leads to melting of the rod of metal with formation of a
thin liquid film on the melting zone of the rod. The liquid metal runs off the feeding
rod and drops into the crucible. Molten material solidifies on the cold wall of the
crucible to a shell preventing any further contact of the liquid metal with the crucible
wall. In the crystallizer there is controlled cooling under the effect of the electron
beam and formation of a refined ingot of metal by slow removal of the solidified
metal through the base.

Multiple drip melting is used for high refining requirements, the metal is ei-
ther repeatedly melted with increasingly lower chamber pressure in each melting
step or not dropped directly into the crystallizer, but rather first of all collected in
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Fig. 4.36. Enhanced purification by multiple drip melting and cold-hearth melting

a cold-hearth, a flat vessel with a water-cooled copper wall (cold-hearth refining).
Here, the melt is kept liquid for a longer period of time by means of electron beam
heating. It is thereby refined and then flows slowly via an overflow into the crystal-
lizer.

After coarse refining, single or multiple melting with decreasing process pressure
further reduces the concentrations of metallic and non-metallic impurities. The purity
from 99.5% to 99.995% of the molten metals is reached. The cold-hearth method
is particularly used for Si, steel, Ti, V and Mo. The multiple drip melting method
is preferred for high melting point metals (e.g. Ta, W, Nb). Figure 4.36 shows the
variants of the method.

The refining effect of electron beam melting is based on several processes. Out-
gassing and vaporization of oxygen, nitrogen, hydrogen, carbon, oxides, and nitrides
impurities, and in the case of titanium sponge also magnesium occurs due to the de-
creasing solubility of these substances in the liquid metal with decreasing pressure at
a given temperature. Higher degrees of purity are achieved with electron beam melt-
ing compared to other vacuum-metallurgical processes. Aluminum is purified from
the ore by vaporizing impurities of higher vapor pressure than the melt. Low den-
sity inclusions float on the surface of the melt and are either vaporized or dissolved
on exposure to the beam, or prevented from flowing into the ingot by a dam. High
density inclusions sink to the bottom of the hearth and are removed with the skull,
e.g. in remelting titanium scrap and extracting tungsten carbide tool parts with this
method.

Figure 4.37 shows a 100 kW electron beam furnace for research purposes and
small batch production. The melting chamber is a water cooled double-walled steel
vessel. Charge materials (rods or granulate) are fed through airlocks. In high pro-
ductivity furnaces, rods are fed into two chambers reciprocally. Right shows the von
Ardenne development EH 800V, a 800 kW gun using 60 kV and delivering a beam
with a deflection angle of ±45◦ at 10 kHz. Figures 4.38 and 4.39 show different rod
feeding ways and several procedures for special processes, e.g. to generate nano-
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Fig. 4.37. Electron beam melting furnace EMO 100 for research purposes and small batch
production, beam power 100 kW. Right: EH 800V axial electron gun (courtesy of von Ardenne
Anlagentechnik GmbH)

Fig. 4.38. Material feed systems in electron beam melting

powders. Non-thermal standard and electron processes are listed and compared in
Table 4.4.

Current development, e.g. is aimed towards improving the metallurgical quality
of niobium for superconducting, high-frequency resonators for use in advanced ac-
celerators for nuclear and particle research. The purity of the metal is increased using
up to 6-fold electron beam melting from 99.75% to 99.95%, and hence
the residual resistance in the superconducting state is reduced by a factor of
300 [73].
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Fig. 4.39. Specialized methods of electron beam melting for fabrication of a metal films and
strips, b pellets and granulates, c single crystals and d (nano) powders

Table 4.4. Non-thermal standard and electron processes

Applications Characteristics Additional features
Drying techniques
hot-air drying IR and UV
irradiation

efficiency, e.g. 15–20% of
used energy

photosensitive additives

electron bombardment >65% of used energy no additives
Surface coating
IR and UV irradiation monodisperse resists
electron bombardment 2 component resists give much

harder surfaces
electron-induced cross-
linking of polymers, and
hybrid materials

favorably-priced raw materi-
als; characteristics are pos-
itively influenced and cus-
tomized;

hardness, chemical stability
and resistance, color durabil-
ity, shrinkage designable

layer properties are modified
locally with a higher resolu-
tion

specialized resists for lithog-
raphy

electron irradiation in pres-
ence of reaction partners

locally coating or etching of
surfaces (electron induced
processes EBIP)

resolution of 10 nm with
beams of 1 nm diameter, 3D
nanostructurization

E-beam sterilization packaging, tools, materials
and recycled goods

e-beam disinfection waste water, seeds physical and chemical ef-
fects
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4.3 Non-Thermal Processing Techniques

When energetic electrons penetrate into materials, they are retarded by different in-
teractions and they transfer their energy to the atoms of the target material in a series
of steps.

Energy transfer from electrons to matter:

Physical: inelastic scattering – characteristic X-ray emission, Auger electron emis-
sion by inner and outer shell ionization, secondary electron emission
<50 eV, electron plasmon excitation (≈25 eV energy loss), phonon ex-
citation <6 eV.

Chemical: breaking of bonds in molecules, generation of cross-linking, generation
of radicals and reactive groups.

Biological: radiation damage to cells, fungus, bacteria.

4.3.1 Survey of Chemical Effects Caused by Electron Beams

The accelerating voltage Ub used in non-thermal processes for treating materials is
carefully chosen such that the required electron range in the material for the particu-
lar treatment task is assured and such that there is no formation of excited nuclei as a
result of inelastic collisions with the atom nuclei. The electron energies (e · Ub) can
be typically classified as follows:

• Low energy area 1 keV < e · Ub < 200 keV scanning microscopes, e-beam
scanner systems.

• Medium energy area 200 keV < e · Ub < 800 keV e-beam accelerator and
scanner systems.

• High energy area 800 keV < e · Ub < 10 MeV e-beam accelerator and scanner
systems in concrete bunkers (atom dislocation in matter >750 keV)

Subsequent secondary reactions in the physico-chemical phase involve energy trans-
fer via transitions to form mainly radicals. These are atomic and/or molecular groups
with one of two non-bonded electrons. They are produced, for example, by cleavage
processes, by decay of an excited molecule, by recombination of ions and by other
subsequent reactions of the primary products that are produced.

• These reactive species cause structural changes to take place as a result of many
reactions in the chemical phase (radical–molecule, ion–molecule, radical–radical
and ion–ion reactions). This results in changing the properties of the material.
These reactions often take place without catalysts making the manufacture of
pure materials possible.

The molecular changes induced in polymers by electrons can be classified as follows:

• Scission and cross-linking of polymer molecules, with an associated decrease
or increase in the molecular weight. In contrast, decomposition, cleavage and
substitution reactions involve the decomposition of complex molecules and the
splitting off of atoms and/or functional groups from the molecules.
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Table 4.5. Temporal phases of electron treatment in organic materials

Phase Excitation Time (s)

Physical phase Energy absorption
(depends on density, atomic weight, atomic number,
and energy),

10–18
10–13
–

excited, ionized atoms and molecules –
Physico-chemical
phase

Secondary reactions – energy transfer/rearrangement
Primary damages, generation of radicals

10–13
–

Chemical phase Further complex reactions – energy transfer (depend-
ing on pressure, temperature, molecular structure and
state of aggregate.

–
–
–

Radical-induced reactions. Molecule destruction,
substitution, modification of molecular structure

–
0.1

Biological phase Molecular changes and radiation damage in living or-
ganism can perturb or change that organism. Muta-
tions or biochemical changes can cause cell death and
death of the organism.

years

Fight against cancer by hard radiation

• Formation of small molecules such as H2, CO, CO2, SO2, CH4, HCl and aliphatic
fragments (aldehydes, ketones), depending on the composition of the polymer.

• Changes to the molecular composition and structure of the polymer molecules,
including loss or formation of unsaturated bonds. The irradiation of, e.g. trans-
parent PVC, leads to colour development due to formation of conjugated C=C
bonds. This is accompanied by the release of gaseous HCl.

In general, the four above mentioned reactions take place simultaneously. The ki-
netics of the reactions do however differ and hence so do their contributions to the
overall reaction. Temporal phases of electron treatment in organic materials are given
in Table 4.5.

The result of the induced chemical reactions depends highly on the molecular
structure. For example, polymers having an aromatic ring structure have a greater
resistance to electron treatment than aliphatic materials. At room temperature, the
cleavage of the main chains is made more favorable by the presence of branched –C–
structures in the polymer chain (e.g. CH3 in propylene). In contrast, cross-linking
reactions dominate in polymer chains containing –CH– and –CH2– structures (e.g.
polyethylene).

The G-value introduced by M. Burton quantifies the chemical reactions that are
induced in materials by ionizing radiation. It indicates the number of molecules that
are changed per 100 eV absorbed energy. The G-value hence allows statements to be
made about the reactivity and resistance of materials to electron beam treatment, see
Table 4.6.

In addition to structure dependencies, the induced chemical reactions depend on
the conditions during the electron treatment like temperature and chemical environ-
ment. Inert conditions (e.g. vacuum, argon, nitrogen), the presence of reactive gases
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Table 4.6. G-values for selected materials and reaction types [74]

Polymer GS GC

Scission Cross-linking

Polymethylmethacrylate 1.2–2.6

Polytetrafluoroethylene 0.1–0.2

Polyisobutylene 1.5–2.0

Polyethylene 2.0

Polydimethylsiloxane 0.07 2.3

(e.g. air, water vapor, sulfur dioxide) and liquids (e.g. water, alcohols) often consid-
erably affects the final results of the treatment.

In addition to the immediate structural changes, there are also often post-treatment
effects. Radicals which stay trapped in polymers may react over a longer period of
time(e.g. hydrocarbons, carbon dioxide and monomers). Their storage can lead to
stress and cracks in glass-like polymers (e.g. PMMA).

Molecular changes which arise during the chemical phase within a living organ-
ism can perturb or change that organism. Ongoing reactions in the biological phase
generate a real damage via the development of mutations or biochemical changes
which can cause cell death and death of the organism. These relationships, which are
often very complex, form the basis of a separate branch of science, the molecular
radiation biology. Practical applications of this discipline are radiation therapy, for
example, to fight cancer, and radiation sterilization, namely the purposeful destruc-
tion of the genetic tissue of harmful microorganisms [75, 76].

4.3.2 Electron-beam Lithography

In electron-beam lithography a fine focused electron beam of a scanning type in-
strument is deflected and switched on and off across a wafer to expose the resist
on the wafer by radiation damage according to a pre-designed pattern, and to open
up windows in the resist for chemical and physical processes to construct electronic
devices.

Background and Historical Development

Electron optics has been developed since 1930. Diffraction due to the wave nature
of the electron having a wavelength λ and an axial aberration like spherical (C3),
and axial chromatic aberrations (CF

A) determine the resolution in a scanning electron
microscope [77, 78]. The optimum aperture is

αopt = 0.88(λ/C3)
1/4.

A typical aperture ranges from 10−2 to 10−3 rad. The resolution obtainable with a
probe forming lens is given by

dopt = 0.75(C3λ
3)1/4.
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An optimum current is obtained, having a 25% contribution of the aberrations
to the probe diameter [79]. The probe current is limited by the Coulomb interaction
[80]. The best objective lens of a scanning electron microscope for low energy elec-
trons is presently the combined electrostatic and magnetic lens [81]. It renders a spot
diameter of 1.7 nm at 1 kV, and a current density of >1000 A/cm2 and allows very
high contrast imaging at very low noise levels [82].

Throughput: A Driver for Beam Current Density and Resist Sensitivity

The obtainable current density is calculated with the numerical aperture α of the
objective lens by

j = B/Ω = B/πα2 [A/cm2],

where B is the brightness of an electron source, B = I/F · � [A/cm2 sr] [83].
The exposure time per area t at resist sensitivity S depends on the current in the

electron probe according to S = current I · time t/area F [A s/cm2]. The exposure
time is therefore t = S/j [s]. For this time interval the beam has to stop at a pixel.
Most e-beam systems have a 5 to 10 MHz pixel clock frequency, a numerical aper-
ture of 10−3 to 10−2, and j = 20 A/cm2 current density [84]. Industrial lithography
systems use the Zr-O-W thermal field emission cathode, which delivers a confined
beam at high brightness of 107 A/cm2 sr and has a low energy broadening [85]. Typ-
ically 50 to 100 kV and power densities up to 2000 A/cm2 are used. The throughput
of electron beam lithography systems was increased from vector scan to raster scan
to variable shaped beam and is highest with cell projection.

Knowing the sensitivity of the resist S [A s/cm2], the current density j [A/cm2],
the beam current I [A], and the exposure time t [s], the productivity G [cm2/s] is
given by G = I/S [cm2/s]. To produce 30 wafer/h in a EBL projection system the
required total beam current is 6.08 μA at a resist sensitivity of S = 1 μA s/cm2.
Mask writers use a beam current of nA or in high resolution tasks 100 pA, and are
accordingly much slower.

The Electron Beam Exposure Process

To structure the surface of a silicon wafer or an already patterned wafer, this is
planarized by mechanical polishing and spin-coated with an electron sensitive or-
ganic polymer from a solution in organic solvents. By electron exposure, the re-
sist molecules suffer chain-scissoring or cross-linking of fractions of molecules to
larger polymers. Both results lead to a changed solubility of the resist layer and al-
low either to open holes in the resist at the exposed site (positive resist) or to solve
all unexposed material and leave the polymerized material covering the exposed
area (negative resist). Typically PMMA (poly-methyl-metacrylate, with a molecu-
lar weight of 250 000 or up to 900 000) is a positive electron beam resist when using
50 keV electrons and a dose of 100 μC/cm2. PMMA turns in a negative resist above
1000 μC/cm2. PMMA is developed in MIBK (methyl-isobutyl-ketone) and IPA (iso-
propanol) in a 1 : 3 mixture for 90 s at room temperature [86].
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Novolak based resists have similar sensitivities, but are developed with inor-
ganic solutions. The exposure releases acids inside the resist layer and initiates the
chemical amplification of the polymerization for a developable result. Such resists
are called chemically amplified resists (CAR) with sensitivity of 5 μC/cm2 [87].
All high-energy electron beam exposures suffer from proximity effect, which is
an additional exposure by the forward- and backscattering of the electrons inside
the resist and in the underlying layers of the substrate [88]. The dose variation by
proximity exposure significantly changes the CD of the lines and patterns. Today
100 kV electron beam lithography systems are available to reduce the proximity ef-
fect.

Lithography for Chip Production

According to Moore’s Law [89], the production of circuits will reduce the critical
dimension (CD) or line width every 1.5 years by 0.7 to fit more devices into the
same area and so maintain productivity at increased circuit speed. Optical steppers
of today render a throughput of 30 wafers per hour, with wafers of 300 mm diameter
having an active device area of 600 cm2.

The production of sub-quarter micron lines became a matter of phase contrast
imaging [90]. This allowed to produce 2001 patterns with 248 nm < CD < 124 nm,
which is the 130 nm node. The phase contrast intensity distribution for proper resist
exposure is obtained using optical proximity effect structures (OPC), which were
introduced into the mask being much smaller than the CD [91]. This requires expo-
sure, metrology and repair systems of higher resolution and therefore higher cost,
like soft X-rays at 13.6 nm wavelength which is called extreme ultra violet litho-
graphy (EUVL) [92] and step and flash imprint lithography (SFIL) [93]. All these
technologies need a stamp or mask with nanometer structures, which in turn will be
produced with electron beam mask writers.

Up to 30 layers of processes and exposures are required to fabricate a SOC or
Pentium computer chip, which are e.g. 10 of high resolution, 10 with middle reso-
lution, and 10 of low resolution. All fabrication steps of today use optical or other
masks.

Electron beam lithography systems have been developed since 1970 by mod-
ifying scanning electron microscopes to computer controlled electron beam sys-
tems. Most successful was the application of raster scan [94]. Mask making systems
use variable shaped beam (VSB) systems as well as cell-, or character-projection
[95, 96]. Mark detection and exposure control was added, which is a computer con-
trolled beam positioning system with 16 bit D/A converters, and a pattern generator
to delineate the shapes. A beam blanker switches the beam on and off in ns. Shapes
are subunits which originate from the CAD geometries by subdivision of the geome-
tries into areas, which can be addresses with an x- and y-digital coordinates system,
and which are to be exposed with the same electron dose. Shapes compose a cell,
several cells compose a subfield, a number of subfields compose a field and several
fields finally compose a layer pattern of a device or dye. The control software has
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to line up the data, the exposure conditions, and stage positions to expose the resist-
coated wafer or mask blank by beam writing with the information pixel by pixel.

The CAD data files are mostly translated into GDS-II format [97] and contain
the full description of the device in many layers, which are to be exposed, to open
windows for the successive processing steps like metallization, doping, or etching.
Depending on the electron energy used in the lithography system, the layers have
to be processed with a proximity correction software [98], to assure proper shape
subdivisions with equal dose to generate the required dose variations inside a shape
for proper dose distributions in the resist. This is necessary to render the wanted
CD after the development. Depending on the type of beam-writer, each CAD-layer
is incorporated into a job description file, which takes care of the machine settings
like electron energy, current, focus, spot size, writing speed, beam step, mark de-
tection contrast, and signal evaluation. To place the pattern correctly on the wafer,
or on the top of existing other layer structures, global and local marks are mea-
sured. The wafer is moved by a mechanical stage with position control by a laser
interferometer measurement system and feedback to the beam position for fine cor-
rections. Systems of today achieve λ/1024 = 0.61 nm positional accuracy of the
wafer.

State of the Art Equipment: Direct Write Systems

A schematic setup of a cell projection system with all components is given in
Fig. 4.40. Lines, single pixels and cells can be selected with a two-aperture method

Fig. 4.40. Schematic setup of a cell projection system with all components showing the com-
plexity of such lithography exposure systems (courtesy of Saito, Hitachi)
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Fig. 4.41. Comparison of present and future electron beam lithography systems for direct
write. Speed of lithography systems at 10 μC/cm2 resist sensitivity: GB, Gaussian round beam;
VSB, variable shaped beam; Cell, cell projection; EBP, electron projection; DIVA, multi-axis
exposure system (Leica); and MAPPER, multi-beam direct-writing system

and respective mask patterns, and are then placed to the required position by the
deflection systems.

To avoid the thermal bowing of the membrane mask, the scattering absorption
contrast of a very thin mask is used in cell projection systems of Hitachi. System
on chip dyes (SOC) have dimensions of 25 × 45 mm2 = 11.25 cm2, that allows to
produce 50 SOC chips on one wafer. These throughput values have to be met by all
the NGL lithography systems.

Future Aspects: Lithography Systems of Higher Productivity

Electron or ion beam maskless writing and production lithography schemes are now
developed to avoid costly masks. Many beams are used in parallel, but being sepa-
rated enough not to overlap the source images [99]. DIVA is investigated by
Leica [100]. A competitive technology is MAPPER (Mapper-TU Delft).

Figure 4.41 gives the writing speed of present and future electron beam lithog-
raphy systems, which are developed to meet the throughput requirements of a com-
puter chip factory, where optical steppers and e-beam writers are working in paral-
lel.

4.3.3 Electron Beam-induced Processing

Background and Historical Development

Electron beam-induced processing EBIP includes deposition (EBID) and etching
(EBIE) of materials. It is a quickly evolving field for realization of generating, milling
and patterning processing steps on the nanometre scale driven mainly by the needs
of semiconductor industries and nanotechnologies.
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Table 4.7. Precursors for EBIP, induced deposition, etching and reached achievements

Precursor Product Application and achievement

Pump-oil Contamination Metrology of probe astigmatism, image stor-
age, masks for ion milling, zone plates for
X-rays

WF6, carbonyls Metal carbides Mirrors, conductors, tips, etch masks, mask
repair, STM lithography

Metal acac’s Metal carbides 3-D-AFM probe tips, 3-dimensional de-
posits, conductive wires, field emitters

Organic styrene
HMDS, HMCTS,
TEOS

Diamond-like carbon
Siliconoxide, SiC,
Silicon dioxide

Carbonaceous quantum dots, carbonaceous
AFM-tips (10 nm size, insulating, smooth)
insulators, phase shifters

XeF2, halogenes Volatile metal fluorides Etches MoSi, SiO2, TaN, Si
TMCTS/O2-O3 Silicon oxide Insulators

The roots of EBIP date back contaminations found in microscopes and on sam-
ples generated from gaseous film deposits in the systems. Depending on its chem-
istry, the film can get polymerized or degraded under the influence of the impinging
electron beam. In the early electron beam microscopes, the observed contaminations
were composed of non-volatile crack products of the vapour pump oil, i.e. carbon at
the most. Nowadays, despite much better vacuum techniques, EB induced contam-
ination is still a barrier to high-resolution microstructure analysis unless the speci-
men’s surface is carefully cleaned (e.g. by ion etching in UHV) of residual adsorbents
result from preparation at ambient atmosphere [101].

However, contamination was investigated to determine the highest possible in-
formation density obtainable by lithography methods in 1969 [102]. The scanning
electron beam cracked hydrocarbon layers, and this was used as a protective mask
during reactive ion etching lithography and generated 80 Å wide metal lines [103].
Next, precursors of different composition were introduced in order to evaluate the po-
tentials of the new patterning technique and for direct writing processes SEM [104].
It was also found that with certain precursors electron-beam-induced etching was
possible by the reaction of the cracked precursor with the substrate forming volatile
compounds [105]. Table 4.7 gives a view of various precursors and achievements. To-
day, EBIP is developed to maturity for commercial use in repair of open and opaque
defects in photo masks for lithography [106].

Fundamentals

Deposition with nanometre resolution is employed in scanning electron microscopes,
in dedicated lithography systems, in reducing image projection systems, and in scan-
ning tunnelling microscopes. No resist is needed as generally used for lithogra-
phy [107]. The uncoated sample is inserted into the microscope. Gaseous substances
are brought from reservoirs where they were sublimed or vaporized through noz-
zles into a vacuum chamber containing the sample on which deposition or etching
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Fig. 4.42. Left: system for EBIP [108]. Right: platinum/carbon deposition on Cr reveals; 20 nm
features, <4 nm edge roughness, <10 nm drift/min, highly accurate pattern generation (with
MeRiT MG mask repair tool, courtesy of NaWoTec)

processes are to be performed. The nozzle forms a molecular beam of precursor
molecules which is directed to the sample. Molecules of these vapours adsorb to the
sample. A focused electron beam impinging on the top of the sample initiates re-
actions. The electron beam (current: pA to several nA, electron energy: 1 to 30 or
even 100 kV) is focused to a spot with a power density of up to 60 MW/cm2 [107].
Under such a strong radiation dose the atoms in the precursors are excited and the
molecules are polymerized or even destroyed. Figure 4.42 shows such an e-beam
processing system, left, and a high resolution deposition pattern, right.

Generally about 20 electrons are required to deposit 1 atom. For deposition
processes this means that molecules of the vapours (precursors) dissociate into de-
posited and volatile fragments. The excited atoms react to permanent residues in the
form of stable phases of metals (as nanocrystals) and of carbon (as fullerene parts
or amorphous diamond-like deposits). For etching, reactions between substrate and
gas molecules are initiated. Volatile reaction products are formed from the sample
material and leave the surface into the vacuum [108].

The driving force behind these reactions is not only the electrons of the pri-
mary beam but mainly the generated secondary electrons and also backscattered
electrons. Deposition and etching is faster for lower acceleration voltage with its
higher secondary electron yield compared to a higher voltage. Deflecting the beam
with a well-defined dwell time per pixel over the surface allows generating zero –
to 3-dimensional features on the surface. Growth is always upward from the surface
towards the beam here. Other experiments have shown the ability to grow material
perpendicular to the beam across a hole, as it is required for the repair of stencils
mask for electron-beam-projection lithography.

Controlling the exposure time per pixel with the dwell time control option of the
computer control of the beam and employing beam blanking, the generation of three-
dimensional structures even with arbitrarily inclined surfaces is possible. Objects
with high aspect ratios up to 20 can be fabricated using this technique. The substrate
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Fig. 4.43. The electron beam photo mask repair tool MeRiT MG. Left: proof-of-concept tool.
Right: production tool for the 65 nm mask generation (courtesy of NaWoTec GmbH and Zeiss
SMT AG)

has to have a certain minimum electrical conductivity to prevent charge-up and the
resulting beam defection.

For etching, halogen compounds or other inorganic precursors are used. With this
technique the sample can be etched monolayer by monolayer and an etch pit or hole
can be generated. This action is used to open up opaque defects in photo masks and
stencil masks.

State of the Art: Equipment and Applications

Typical tasks in mask repair are depositing bridges (for repair of stencil masks) and
etching openings into absorber materials of optical lithography (as TaN for EUV
lithography at 13.6 nm wavelength of soft X-rays, or MoSi for 193 nm deep UV
lithography).

Figure 4.43 shows the electron beam photo mask repair tool MeRiT MG. It makes
use of the described deposition and etching processes for repairing defects in 6′′
photo masks. It supports the 65 nm generation photo mask manufacturing and is ex-
pected to be extendible beyond the future 45 nm node. The tool offers 3 nm spot size
@ 1 kV for detection and classification of defects before repair and for inspection
afterwards. A similar system for EBIP is now available from Raith called e-line.

Semiconductor industries roadmap is calling for further reductions in structure
sizes. This sets the pace for development of EBIP technology beside to this the
unique nanocompound materials (metallic nanocrystals immersed in a carbonaceous
matrix) deposited via EBID from organometallic precursors will support research
due to the fascinating capability to sustain current densities higher than 106 A/cm2

without damage. Furthermore, an extended use of EBIP technology in nano-manu-
facturing and rapid prototyping is on the agenda.

4.3.4 Curing of Organic Coatings and Surface Layers

The objective of drying and curing organic materials is to convert a coating material
(e.g. lacquer or printing ink) that has been applied to a substrate in a liquid state into a
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solid state by curing with heat or other radiation (hot air drying, infrared irradiation).
Such drying methods are slow, expensive and emit volatile organic substances.

In electron beam curing, the energy penetrates the coating material, and a portion
of the energy is directly transferred to the electron shells of the molecules in the coat-
ing material and initiates polymerization and solidification of the coating material.
These chemical effects take place in fractions of a second. Minimal heating of the
coating material is merely a secondary effect.

In organic molecules, bond energies are typically of the order of 5 eV. This corre-
sponds to the energy of a photon of electromagnetic radiation in the UV light region
(5 eV ↔ 250 nm). The first curing of organic coating materials using UV light were
registered in 1938-46 [109]. In 1957 Charlesby and Wycherly reported the curing of
unsaturated polyester resins with electron beams that were generated in a 2 MeV van
de Graaff generator [110]. The introduction of lacquer curing using electron beams
(300 kV electron generator) in the production of plastic interior trim components for
cars (ashtrays, glove boxes, dashboard trim, etc.) at the Ford Motor Company repre-
sented the breakthrough for the industrial utilization of electron beam curing (abbre-
viation: EBC) in 1970 [111]. The advantageous processing and product properties
of EBC [112–114] are: drastic reduction in energy costs, considerably lower tem-
perature stress on products and high chemical yield. Chemical reactions have time
constants considerably below 1 s. Feed rates up to 600 m/min have been realized
in industry. Low space requirements for the curing station (a few meters2 including
X-ray shielding und inert gas feed). The coating materials are usually fully (100%)
converted into solid materials.

No volatile organic compounds are emitted. The pot life of the coating materi-
als is practically unlimited. Energy deposition is relatively uniform across the entire
penetration depth of the electrons. Thick-film and pigmented lacquers of all shades
can also be easily cured. Good adhesion of the coating material, especially on rough
or porous substrates. The cured films are resistant to light, even for outdoor applica-
tions, since no photo-initiators are used. Due to the high ionization potential of the
primary (<300 keV) and secondary electrons (<50 eV), the degree of cross-linking
and hence the mechanical resistance (scratch resistance, hardness) is higher using
EBC than what can be achieved with the photon energy (<10 eV) of industrially
employed UV-lamps.

The EBC process is shown schematically in Fig. 4.44, left. An industrial coating
unit for flat components, like wood flaps with substrate feed, printing and coating
equipment and two EBC stations whose process chambers each comprise a low en-
ergy axial-type electron beam generator with a scanner and beam exit window, an
inert gas system and local X-ray shielding is shown on the right.

Band-type EB generators possess a lateral dose homogeneity of ±10%. This is
poorer than the axial-type electron beam gun with a scanner (±3%) and compared
to the latter can also not be adjusted across the width of the treatment zone. In case
when the highest possible surface quality is required, it is necessary to carry out the
curing process under conditions of oxygen exclusion. Oxygen will trap free radicals
generated at the surface. The permissible concentration of oxygen is largely deter-
mined by the composition of the coating material. Whilst an oxygen concentration of
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up to 400 ppm for lacquers and up to 200 pm for printing inks is usually tolerated in
the process atmosphere, values below 50 ppm are desirable when silicone treatment
is being carried out. As an protective inert gas usually pure nitrogen (produced via
evaporation of liquid nitrogen), or a CO2–N2 gas mixture is used.

EBC is used in the following products for curing high-solid and powder lacquers,
adhesives and sol-gels:

Wood products: furniture veneering, parquet, laminate, doors;
Construction parts: facade elements, window frames, car wheel rims;
Plastic films: packaging with gas barriers and tightness to aromas;
Semi-finished products: strip steel for instrument casings and wall cladding;
Printed products: paper webs, metal foils, tins;
3D-car body structures: robot arm positioned small gun and scanner unit.

Figure 4.45 shows left a low weight, low energy axial-type electron gun combined
with rapid beam deflection and a beam exit window. The electron source can be

Fig. 4.44. Left: principle of electron beam curing. Right: industrial coating unit for flat com-
ponents with substrate feed, printing and coating equipment and two EBC stations whose
process chambers each comprise a low energy axial-type electron beam generator with scan-
ner and beam exit window, an inert gas system and local X-ray shielding (courtesy of Scannery
Holztechnik GmbH)

Fig. 4.45. Left: curing of 3D free-form surfaces with a robot-operated miniature electron
beam gun with UB = 150 kV, scanner and Ti-beam exit window of 200 × 70 mm2. Right:
3-dimensional car body part (courtesy of Fraunhofer FEP)
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mounted on an industrial robot and be moved like a “brush” to cure 3D-surface
structures. This allows extended free-form areas to be successively treated at am-
bient pressure with the required dose of energy, see Fig. 4.45, right [115].

4.3.5 Refinement of Polymer Materials

Electron-induced modification of materials applies penetration depths up to several
cm, and therefore employs electron beams of e · UB = 300 keV to 10 MeV. Linear
accelerators fed by a van de Graff high tension ribbon generator were used. Today
200 keV axial type guns with a scanner and window are in commercial use to man-
ufacture shrink films, shrink bags and for cross-linking cable insulation materials.
Fundamental work on the theory of electron beam cross-linking was published by
Charlesby and Chapiro [116, 117] in 1960 and 1962. Non-thermal EB refinement
of polymers is utilized to enhance chemical, mechanical and thermal properties of
suitable cheap raw materials at high throughput, excellent precision and high repro-
ducibility. EB refinement of today is materials treatment in reactive atmosphere and
in electron beam induced plasmas, and is gaining importance as materials engineer-
ing tool [118].

Polyethylene and rubber are two of the major polymers on which cross-linking is
carried out. The cross-linking leads to covalent bonds (C–C) being formed between
adjacent chains leading to a 3-dimensional network. The applied dose is in the range
20 to 200 kGy, e.g. to set the gel-fraction of polyethylene (PE). Above the gel point
this results in formation of an insoluble polymer fraction. The quantity of insoluble
polymer increases with the energy dose up to a limit value that depends on the ratio
between scission and cross-linking (Fig. 4.46).

With suitable choice of the starting materials, the cross-linking generally requires
no additives and no elevated temperatures. However, the use of additives or polymer
mixtures often allows the cross-linking reaction to be favorably influenced. It must
also be borne in mind that side reactions such as molecule decomposition, forma-
tion of double bonds, release of gases and discoloration can occur depending on the
particular reaction conditions employed. This particularly concerns the local gas at-

Fig. 4.46. Left: some material’s properties of rubber in dependence on cross-link density.
Right: schematic of the cross-linking mechanism at molecular level (after [119])
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mosphere, the chemical structure and the physical state of the polymer being cross-
linked. There are therefore requirements on both the starting materials and on the
management of the electron treatment process in order to achieve efficient, high-
quality cross-linking.

State of the Art: Equipment and Applications

The cross-linking significantly changes the properties of the polymer material, and
is currently one of the main applications of electron beam technology. Examples of
the use of electron beam technology for materials refinement by industry include:

• cross-linking of polymers in the wire and cable manufacturing industry,
• cross-linking of underfloor heating pipes made of polyethylene,
• vulcanization of elastomers in the rubber processing industry,
• pre-cross-linking of adhesives in self-adhesive and release films,
• manufacture of shrink products and plastic packaging films,
• curing of laminate materials,
• curing of hydro-gels and biopolymers,
• grafting of reactive monomers/prepolymers onto substrate polymers.

In most industrial applications, the cross-linking of materials is usually carried out af-
ter the thermoplastic molding. Due to the medium energy electron and the produced
higher fraction of high-energy X-rays, equipment systems must have well-shielded
accelerator and treatment chambers. Meter-thick concrete walls and meander-shaped
labyrinths are required to feed the products to and from the machine.

Future applications include the reactive modification of fluids, pellets and pow-
ders, tailoring of native, renewable materials, purification of gases and liquids, and
modification of recycled polymers.

4.3.6 Control of Pathogens

Background and Historical Development

The term “control of pathogens” refers to the conversion of a product that is afflicted
by microorganisms (e.g. bacteria, yeasts, moulds) or insects into a sterile state having
an acceptable and usually legally prescribed germ load. Irradiating the products with
high energy electrons effectively and safely reduces the original load. This technol-
ogy is used worldwide in the area of medical technology and foods and has gained
increasing importance in recent decades.

The first commercial electron beam plant with 2 MeV for sterilizing catgut su-
tures and treating foods was installed in 1955 by Ethicon in Scotland and in 1957
by a German spice manufacturer [120]. The design of industrial plants dedicated to
sterilization or food preservation tasks is very similar to those used for curing and
refining of polymers and employing high energy electrons of 2 MeV or middle en-
ergy electrons of 200 keV. Direct effects by the primary physical interaction is the
direct modification of biomolecules. Indirect effects are biological effects caused by
the products (e.g. H and OH radicals, peroxides) generated via radiation-chemical
induced reactions in the embedding medium (e.g. water).
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The harm that can be caused increases with the complexity of the organism.
With single-celled organisms, the dominant effect is chemical damage to the cell
components. The damage is more permanent when it involves the cell nuclei. In more
complex organisms, minor damage to in particular the nucleic acids and enzymes
can lead to disfunction of the material and energy metabolisms. These biochemical
structural changes are not necessarily lethal immediately, but can in the longer term
lead to a wide variety of adverse effects (e.g. membrane malfunction, suppression of
cell division, mutations if there is damage to the chromosomes). Serious changes can
cause cell death and can affect the proliferation of cells.

The test whether visible colonies are still able to develop in irradiated cell cul-
tures is used as a criterion for the effectiveness of the radiation treatment. The bio-
cidal effect of accelerated electrons on microorganisms is represented by deacti-
vation curves. Here, the number of culture forming microorganisms still present
on a treated product (usually indicated as the number of culture forming units =
cfu) is plotted against the energy dose. In the simplest case these curves can be
described by an exponential function N(D) = N0 · exp(−a · D), where N0 and
N(D) represent the number of microorganisms before and after treatment with a
dose of energy D. The constant a describes the sensitivity of the microorganism.
Figure 4.47 shows the deactivation curves for Bacillus subtilis and HIV virus ver-
sus the dose. Due to the bio-diversity of the different microorganisms, the profiles
of the deactivation curves are generally more complicated than the examples shown
here.

The profiles of the deactivation curves for electron treatment are flatter than the
typical dose-effect curves for chemical poisons but indicate an effect for even the
smallest doses. The deactivation curves show that there is always a certain probability
of a microorganism surviving. Therefore, the sterility is defined as the probability of
the presence of a surviving microorganism on or in a product (Sterility assurance
level, SAL). For sterilized medical products in their final packaging, an SAL of 10−6

is required. In this case, this means the energy dose must be chosen so that for every

Fig. 4.47. Left: deactivation curves for a microbial benchmark population according to ISO
11137, for Bacillus subtilis and for the HIV virus. Right: pathogens control by electron treat-
ment
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Table 4.8. Effects and applications of electron treatment as a function of the energy dose
applied

Dose range Purpose of treatment

Low-dose range
(<1 kGy)

Stimulation of growth/useful mutations (plant breeding)
Insect disinfestation (grains, flour, fruits)
Inhibition of sprouting (potatoes, onions)

Medium-dose range
(1 . . . 10 kGy)

Delay of ripening (vegetable seasonings)
Inhibition of spoilage (meat, fish, fruits)
Reduction of pathogenic bacteria/fungi (waste, spices)

High-dose range
(10 . . . 50 kGy)

Sterilization of medical devices and materials
Deactivation of viruses (e.g. for vaccines)
Preparation of sterile diets (hospital meals, space food)

1 000 000 packages there is, on average statistically, only one having a surviving
germ after sterilization [121].

The sterilization of medical products and germ reduction in foods are currently
important commercial applications of electron beam technology. The industrial oper-
ations meet the highest hygiene standards and efficiently produce products which are
harmless to health and which can be stored for longer periods. During the treatment
the products are often in their dispatch-ready packaging, so preventing renewed con-
tamination with germs. Effects and applications of electron treatment as a function
of the energy dose applied are given in Table 4.8.

In recent years the sterilization of medical products with energy-rich electrons
has increasingly taken over from competing methods such as gamma-irradiation and
chemical sterilization with ethylene oxide (EtO). In contrast to gamma-radiation,
where radioactive preparations are used as the radiation source, electron beam plants
are so-called machine sources where, for example, for maintenance work the produc-
tion of ionizing radiation can be quickly and fully stopped by shutting off the power
supply.

Electron beam treatment of food is permitted by the national health authorities
in over 40 countries to improve the hygienic state of foods by reducing or deacti-
vating pathogenic germs, organisms and insects and also to considerably reduce the
risk of food-related illness. Series of tests over many years have demonstrated that
for a maximum permitted dose of 10 kGy the nutrient and vitamin content is not ad-
versely affected in any way and that the treated foods are harmless from toxicological
and microbiological viewpoints [122]. Recently a mobile station has been developed
with a dressing unit for seeds based on e-ventus R© technology [123]. The process
unit consists of two low-energy band-type EB generators (UB ≤ 150 kV) with beam
exit windows arranged opposite one another. Between the two EB generators a ho-
mogeneous “electron curtain” having a working width of 1400 mm and with a total
power of up to 60 kW can be realized. The seed throughput is 30 tons per hour. The
seeds fall through air between the two windows, whereby the surface of each grain
is reached by the electrons and is efficiently disinfected. This technology can avoid
that every year, as many as 1000 tons of chemical dressings are introduced into the
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ecosystem in Germany, for wheat alone. In Germany the technology has been clas-
sified as very environmentally friendly by the German Ministry for Agriculture and
Forestry and its use has been specifically recommended [124].

4.3.7 Flue Gas and Wastewater Treatment

Over the last few decades, electron beam technology based techniques have been
developed, demonstrated and deployed to alleviate some of environmental problems
associated with gaseous and liquid effluent waste. Extended uses of electron beam
technology for environmental remediation includes application of radiation technol-
ogy for removal of volatile organic compounds from exhaust gases, purification of
drinking water, reclamation of effluent from municipal wastewater treatment plant
and hygienization of sewage sludge for use in agriculture.

Energy production generates pollutants, such as fly ash, sulphur oxides (SO2 and
SO3), nitrogen oxides (NOx = NO2 + NO) and volatile organic compounds, into
the atmosphere. High-energy electrons interact with gas creating divergent ions and
radicals including oxidizing radicals and excited species. These excited species react
in a various ways of neutralization reactions and dimerization. The removal of SO2
using electrons was demonstrated in 1970–1971. Irradiation of flue gas resulted in
the conversion of SO2 to an aerosol of sulfuric acid droplets that were easily col-
lected [125]. Ebara Co. used an electron accelerator (0.75 MeV, 45 kW) to convert
SO2 and NOx into a dry product containing (NH4)2SO4 and NH4NO3 that was us-
able as a fertilizer.

10 pilot and industrial scale electron beam flue gas treatment plants are in oper-
ation worldwide, with a typical flow rate of 20 000 or industrial 200 000 (Nm3/hr)
with accelerators of 800 keV delivering 160 kW and delivering a dose of 3 to 30 kGy
to purify gas polluted with 1000/400 ppm SO2/NOx . NO is removed by oxidation
and finally forms NH4NO3, a fertilizer [126]. In electron beam treatment the most
important are radio-thermal and thermal process [127]. Radio-thermal reactions pro-
ceed through radical oxidation of SO2 and finally result in (NH4)2SO4 ammonium
sulphate. Large-scale EB plants for flue gas cleaning have cost advantages over con-
ventional technologies, and are constructed in China and Poland.

Electron beam processing of wastewater is non-chemical and uses fast forma-
tion of short-lived reactive radicals that can interact with a wide range of pollutants.
Such reactive radicals are strong oxidizing or reducing agents that can transform
the pollutants in the liquid wastes. The first full-scale application was reported for
the purification of wastewater at the Voronezh synthetic rubber plant in Russia. Two
accelerators (50 kW each) were used to convert the non-biodegradable emulsifier,
‘nekal’, present in the wastewater to a biodegradable form [128]. The installation
treats up to 2000 m3 of effluent per day. A pilot plant of 1000 m3/d for treating
textile-dyeing wastewater has been constructed in Daegu, Korea, with 1 MeV, 40 kW
electron accelerator [129].

Wastewater treatment plants using high-energy irradiation produce instantaneous
radiolytical transformations by energy transfer from accelerated electrons to orbital
electrons of water molecules. Absorbed energy disturbs the electron system of the
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molecule and results in breakage of inter-atomic bonds [130]. Hydrated electron
eaq−, H atom, ·OH and HO2· radicals and hydrogen peroxide H2O2 and H2 are the
most important products of the primary interactions (radiolysis products) ·H2O eaq−,
·H, ·OH, HO2·, H2O2, H2, with yields (G value, μmol/J) of 0.28(eaq−), 0.062(H),
0.28(OH), 0.072(H2O2).

High reactivity is a characteristic of water radiolysis products. Typical time of
their reactions with the impurities in water is less than 1 microsecond. Hydrogen
peroxide H2O2 and ·OH and HO2· radicals are oxidizing species, while H atom and
eaq− are chemical reducing in nature [128]. Simultaneous existence of strong oxi-
dants and strong reductants within wastewater under treatment are remarkable and
important characteristics of radiation processing. Reactions with unsaturated hydro-
carbons, ·OH adds onto the double bond and, upon reaction with alkyl-compound,
the ·OH captures H-atom to produce CH3CO·CH2.

Hydrated electron eaq− and H atom are strong reductants. In reactions involving
cations of metals, eaq− is able to produce neutral atoms and ions having anomalous
valency. Typical reactions of eaq− consist of e−-addition to reagent. In its reactions
with organic compounds, ·H shows higher reactivity than eaq−. Reactions with un-
saturated hydrocarbon consist of ·H addition to double bonds.

Generally, radiation processing of wastewater has maximum efficiency at pollu-
tant concentration less than 10−3 mol/l (100 ppm). The treatment of such wastewater
is simple, requires low dose (about 1 kGy or less) and gives almost complete elimi-
nation of odor, color, taste and turbidity. In general, pollutant transformation involves
the chain oxidation, formation of insoluble compounds, coagulation of colloids, and
enhancement of pollutant biodegradability.

4.4 Materials Analysis, Imaging and Testing

4.4.1 Scanning Electron Microscopy

The principle of the imaging system of a scanning electron microscope is given in
Fig. 4.48, left [131]. The crossover of the electron gun is imaged at reduced scale
by the condenser and objective lens to the sample. The fine focused beam is scanned
by a double deflection system in a raster scan across the surface of the sample. The
astigmatism of the probe is corrected with stigmator coils placed close to the objec-
tive lens. Backscattered electrons (BSE), secondary electrons (SE) or other signals
like X-rays or photons from cathodo-luminescence released by the primary electron
beam (PE) are generated by the electron–sample interaction and are detected with
special detectors or signal amplifiers (sample current SC) and displayed on TV tubes
or flat panel screens. The displayed image is also displayed in a camera tube for
hardcopy or stored in an image memory of the control computer. The generally used
contrast is the topography contrast. It originates when secondary electrons are gener-
ated by the primary electrons and leave the sample. The secondary electron emission
is ∼ cos γ , with γ the angle between primary beam and sample surface. BSE images
reveal materials contrast, see Fig. 4.49, like X-ray images of a specific spectral line,
or cathodo-luminescence images, see Fig. 4.50.
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Fig. 4.48. Left: scanning electron microscope, schematic. Right: origin of topography contrast

Fig. 4.49. Signal generation by primary electrons: elastic scattering gives back scattered elec-
trons BSE, inelastic scattering releases secondary electrons SE, ionization from inner shells
generates X-ray photons and by internal conversion also Auger electrons (right). Outer shell
ionization generates cathodo-luminescence photons CL

Signal generation by primary electrons is explained in Fig. 4.49. Elastic scatter-
ing of primary electrons PE gives backscattered electrons BSE, some can leave the
sample at full primary electron energy. Inelastic scattering releases secondary elec-
trons SE. Ionization from inner shells generates X-ray photons, and by internal con-
version also Auger electrons. Outer shell ionisation generates cathodo-luminescence
photons CL.

Materials contrast is obtained by either BSE electron imaging or X-ray or CL-
spectroscopic. Figure 4.50 gives a SEM and three X-ray images showing a defect site
in a Ta thin film capacitor in 3 images taken with a wavelength dispersive spectrom-
eter, top left. A chromium adhesion layer of the gold upper electrode (not shown) is
shown in the bottom left. The Ta/Al oxide layer and the Al/Ta ground electrode are
evaporated, top right, but not the Ta-oxide layer on the substrate, lower right.

Examples of surface topography (a), 3D imaging capability (b) and materials
contras by BSE imaging (c) are shown in Fig. 4.51. The back-scattering coefficient
is ∼Z2, with Z the atomic number of the element. Therefore, high Z materials give a
bright signal, whereas low Z materials appear dark in BSE imaging. The secondary
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electron detector after Everhard and Thornley can be used as back-scatter electron
detector, by switching off the accelerating field between scintillator entrance grid
and sample. In this case only the high-energy backscattered electrons can hit the
scintillator and are detected. Figure 4.51c shows phases of manganese (25), tellurium
(52), and bismuth (83).

Fig. 4.50. SEM and three X-ray images showing a defect site in a Ta thin film capacitor taken
with a wavelength dispersive spectrometer. Top left: SEM image (a). Bottom left: chromium
adhesion layer under the gold upper electrode (not shown) (c). Top right: Ta/Al oxide layer and
the Al/Ta ground electrode are evaporated (b). Bottom right: Ta-oxide layer on the substrate is
still intact (d) (courtesy of Schauer, Siemens AG)

Fig. 4.51. a imaging with SE for surface topography, b SE-3D imaging capability, a whisker
is shown, c materials contras by BSE imaging Mn, Te, Bi
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Fig. 4.52. Electron beam channelling diagram generated with a rocking beam allow to deter-
mine the orientation of single crystals, even in a polycrystalline matrix

Using a rocking beam, which is a beam focused to the sample but changing its
aperture and not its position electron beam channelling diagrams can be generated,
which allow to determine the orientation of single crystals, see Fig. 4.52. If electrons
penetrate in between the atomic net planes, they do not scatter, but electrons hitting
the atom chains do.

Electron sources have been reviewed in Sect 4.3.1. Figure 4.53 shows an ex-
panded field emission SEM system for materials analysis with X-ray spectroscopy
and image processing.

4.4.2 Electron Microscopy

Historic Development of Microscopy

Siemens built the first commercial electron microscope (1939) having more than
1000× magnification and a resolution <0.3 μm. In 1945 a resolution of 1 nm was
reached, see Fig. 4.54 where the first experimental and commercial microscopes,
and also a modern spherically corrected microscope for sub-Angstrom resolution are
shown.

After a series of high resolution microscopes from Siemens, Zeiss, Hitachi, JEOL,
Philips operating at 100 kV and reaching a resolution of 0.3 nm, high resolution mi-
croscopes were built operating at 200 KV and 1 MeV to reduce the influence of the
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Fig. 4.53. Field emission SEM system with energy dispersive X-ray spectroscopy and image
processing unit (courtesy of Hitachi)

chromatic aberration. Here a resolution of 0.14 nm was reached. To overcome the
limitations by spherical and chromatic aberration, corrected lenses have been devel-
oped employing multipole aplanators [133, 134]. It took 20 years until commercial
high resolution microscopes with a corrector for spherical aberration were available
(JEOL, FEI, Zeiss) [135], see Fig. 4.54, right.

High Resolution Electron Microscopes

To build high resolution microscopes, several engineering tasks have to be solved.
Electrons are scattered in matter. To generate an electron beam, a high vacuum or
even ultra high vacuum tube is needed. Today oil-free membrane pumps evacuate
the tube from atmospheric pressure to 10 mb. Turbomolecular pumps with magnetic
bearings and attached with a compressing “Spiro” stage evacuate the vacuum system
to 10−7 mb and compress the gases to 15 mb. Ion getter pumps finally evacuate gun
and specimen stage areas to 10−10 mb [136]. This vacuum is only reached after a
2 days bake out process up to 180◦C during pumping. For background free electron
flow the mean free path of the electrons must be � the microscope length. The
residual gas pressure therefore must be p < 1.1 × 10−5 U/l mm mb/V, with l the
beam length.

High tension stability is required to accelerate electrons with, e.g. 200 kV. Such
microscopes now have short accelerators with 4 stages. The breakdown voltage/cm,
the break-down field in air is 10 kV/cm, in high vacuum 100 kV/cm over polished
stainless or titanium surfaces [137].

Voltage stabilizing electronics is required to regulate the high tension to ΔU/U <

10−6, and the lens currents to a current stability ΔI/I < 10−6. However, using cor-
rected lenses, the stability requirements for the imaging lenses reach �I/I < 10−7.
The standard reference voltage diodes are stabilized to 10−6 only. Therefore, spe-
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Fig. 4.54. Ruska’s first experimental (left) and Siemens first commercial microscope (middle)
[131, 132], and a modern spherically corrected microscope (Zeiss) (right)

cial developments are required. Currents and voltages were stabilized to 10−7 and
better [138].

The sample is illuminated like in the optical microscope with an image from the
crossover of the electron gun, placed close to the sample by demagnification of the
source crossover with a first condenser lens, and by transferring the demagnified im-
age with a second condenser lens. The condenser aperture in the second condenser
determines the diameter of the illuminated area. In a microscope with twin lens or
single field condenser objective, a short focal third condenser lens in close vicin-
ity to the samples allows to realise the well known “Köhler” parallel illumination
in the TEM. Here the condenser 2 aperture serves as an illumination field limiting
aperture. We have αb = rc/(DMK1DMK2l) � αObjective, with αb the illumination
aperture, rc the gun crossover radius, DMK1 and DMK2 the demagnification factors
of condenser 1 and condenser 2, and l distance of the demagnified crossover image
after the second condenser from the sample. The illuminated area has a few μm in
diameter.

Objective lens, intermediate lens and the projector lens image the sample at a
magnified scale to the final screen. The usable magnification is calculated from the
resolution of the screen , which is dS ≈ 0.1 mm, or the photographic plate dP ≈
0.03 mm: Vusable = MobjMIntermediate lensMProj = dL(p)/dSample. To see 1 nm details,
a necessary magnification to the screen is 100 000, and to the photographic plate
30 000 is sufficient. To correct for astigmatism to the required extent, the usable
magnification should exceed 100 000! The depth of focus T = dobject/α, with α the
objective aperture. At a = 10−2 rad and a 0.5 nm object detail the depth of focus is
50 nm, which exceeds the transparent sample thickness. Therefore, a TEM projects
all details in the thin sample into one image. Figure 4.55 presents on the left the
ray path for lensless diffraction (left), magnification imaging with 2 lenses for low
magnification imaging (middle), and high resolution imaging (right). The condenser
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system irradiates the sample with a radius rB, a current density jB in A/cm2, and an
aperture αB, as given in Fig. 4.55, right.

An image of the sample is obtained if the sample is thin enough to transmit
the electrons. Figure 4.56 shows the penetration depth for imaging of several ma-
terial and electron energies. Electrons interact by inelastic and elastic scattering

Fig. 4.55. Left: ray path for lensless diffraction (left), magnification imaging with 2 lenses
for low magnification imaging (middle), and high resolution imaging (right) [139]. Right:
characteristics of the illumination conditions; the condenser system irradiates the sample with
a radius rB, a current density jB in A/cm2, and an aperture αB

Fig. 4.56. Left: penetration depth for imaging of several material and electron energies. Right:
angular distribution of the scattering intensity for elastic single event scattering of 50 keV elec-
trons at carbon having a mass thickness of 10–6 g/cm3 and calculated using various models
(see text)
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with the sample. The atomic number Z of the constituents determines scattering
processes [140].

Scattering Absorption Contrast or Bright Field Amplitude Contrast

The image contrast is defined by K = log10 Jo/J , with Jo A/cm2 in the image
without sample and J A/cm2 in the image with sample. The contrast originates
from the absorption and scattering of electrons in the sample and on the objec-
tive aperture αo, which cuts out the electrons scattered in the angle δ. Figure 4.56
(right) gives the angular distribution of the scattering intensity for elastic single event
scattering of 50 keV electrons at carbon having a mass thickness of 10−6 g/cm3

and calculated using various models: 1 from the diamagnetic susceptibility (Lenz),
2 from the Hartree density distribution (Lenz), 3 after Bethe, 4 after Moliere, 5 after
Bullard and Massey, 6 from the Thomas Fermi density distribution, 7 after Ruther-
ford [141].

Figure 4.57, left displays the situation of scattering absorption contrast [142]. At
constant aperture a and electron energy U the contrast is proportional to the mass
thickness ρD: K = C(α,U,Z)ρD with C(α,U,Z) = log e/Xk, where Xk is the
contrast thickness, which is the mass thickness transmitting the e-part (37%) of the
intensity through the aperture diaphragm. Using the atom model of Wenzel, it is
Kelastic ∼ Z4/3, and Kinelastic ∼ Z1/3. With scanning transmission electron micro-
scope and an annular detector for elastically scattered electrons, by division of the
two signals an image contrast ∼Z is achieved [143, 144].

Imperfections in the objective lens generate astigmatism. Using small holes in the
sample, Fresnel fringes are observed. The stigmator is set in amplitude and azimuth
such that the distance of the Fresnel ring is constant around the hole.

Fig. 4.57. Left: schematic of scattering absorption contrast. Right: phase shift by aber-
rations [145]
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Phase Contrast

For higher magnifications and higher resolution phase contrast is to be considered,
since a big part of the scattered electrons now transmits the aperture. However, the
wave surface of the electron is no longer ball shaped like wavefront 1, but in the
outer aperture regions due to the influence of spherical aberration a deviation on the
wave front is observed, see Fig. 4.57, right. It is called Scherzer Focus, when the
influence of the spherical aberration on the outer rays is partly compensated by a
defocus setting.

For assessing the resolution of an electron lens system only spherical aberration,
axial chromatic aberration, diffraction error and defocusing have to be considered. If
correction of axial astigmatism is not sufficient, this has to be considered too. The
theoretical resolution limit of a lens system is obtained by calculating the aberra-
tion discs of different aberrations and taking the geometric means (root of added
squares) of aberration contributions. The resolution limit in electron microscopy im-
posed by spherical aberration and diffraction error under optimum focus conditions
is c Cs1/4λ3/4 (Cs = coefficient of spherical aberration, λ = electron wavelength).
The factor c lies between 0.4 and 0.6 and depends on the degree of beam coherence.
In modern electron microscopes the optimum aperture to be used for the resolution
limit is α ∼ (λ/Cs)1/4.

The two main aberrations that limit the resolution of electron microscopes be-
sides the diffraction error are spherical and axial chromatic aberration, see Fig. 4.58.
A further limitation, especially in high-current optics (current >20 μA in a one- axis
system), Coulombic electron–electron scattering in source images pushes the elec-
trons and retards them along the axis (Boersch effect) or pushes them perpendicular

Fig. 4.58. Optimum resolution as a result of diffraction, spherical and chromatic aberration,
and of electron–electron interaction (Boersch-effect)
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to the axis, which leads to trajectory displacement. Using lenses without Cs and Cc
correction, one has to use high lens excitations for small aberrations.

One of the fundamental problems of electron microscopy results from the fact
that the specimens are three-dimensional and that the object information (i.e. the
arrangement of atoms and molecules making up the specimen) has to be described
by a complex function of three variables. The complete information is carried in the
amplitude and phase of the electron wave field which has passed through the ob-
ject. But the image can be observed only as a two-dimensional intensity distribution,
represented by a real function of two variables. Therefore, several assumptions and
approximations are necessary to interpret an image and to understand the imaging
process [146].

In order to describe the imaging, one projects the function containing the object
information into a plane shortly behind the object, so a complex function Ψ0(x0, y0)

is obtained, where x0, y0 are the coordinates in this projection plane. For very thin
objects it is identical with the object plane. The image forming system transforms
this function into the wave function Ψi(xi, yi) in the image plane, and the record-
ing system squares it so that the image intensity distribution is I = |Ψi(xi, yi)|2,
where xi, yi are the coordinates in the image plane. In an ideal imaging system,
xi = −Mx0, yi = −My0, with M as the system magnification.

In order to get a faithful image of an object property, the image forming process
should be linear, i.e. the output signal has to be linearly related to the input signal, in
the case of coherent illumination the image intensity I (xi, yi) to the wave function
Ψ0(x0, y0). In integral form this means

I (xi, yi) =
∫∫

G(xi, yi, x0, y0)Ψ0(x0, y0) dx0 dy0, (4.2)

where the function G describes the imaging qualities of the image forming system.
It is known that high-resolution coherent bright field imaging of a weak phase or
amplitude object is linear, but not the coherent dark field image. In an incoherent
imaging mode, as in the high-resolution bright field and dark field STEM, (4.2) is
fulfilled, since then |Ψ0|2 is the input signal instead of Ψ0.

Another requirement on a good imaging system, especially the objective lens,
is that its aberrations shall have the same effect on all image points, i.e. that the
aberration discs depend only on the relative distance to the corresponding Gaussian
image point (the image point obtained with an aberration free system). If this is
fulfilled, the image is called isoplanatic and (4.3) can be written as

I (xi, yi) =
∫∫

G(xi − x0, yi − y0) ∗ Ψ0(x0, y0) dx0 dy0, (4.3)

i.e. as a convolution integral. Applying the Fourier transform (denoted by F) we get

F [I ] = F [G] ∗ F [Ψ0], (4.4)

where the Fourier spectrum of the object function is directly related to the spectrum
of the image intensity. F [G] is called the contrast transfer function and G the pulse
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Fig. 4.59. Left: possibilities for obtaining signals from a specimen in a STEM. Right: sec-
ondary electrons detection in a high resolution and strong focusing objective lens

response function, i.e. G is the response of the system to a very steep pulse, for
instance a delta function. The concept of contrast transfer functions is very important
for describing the properties of optical systems, as resolution and contrast, and is
nowadays widely used. Transfer functions can be determined both by theory and
experiment.

The basic arrangement of a high-resolution scanning transmission electron mi-
croscope STEM imaging system, as first introduced by Crewe [144], consists of the
objective lens and one or two additional condenser lenses for demagnifying the elec-
tron source. The resolution in STEM with high-brightness guns is the same as in
CTEM. Change of magnification in STEM is done by deflection systems. Chromatic
aberrations, as far as they originate from energy losses in the specimen, do not exist,
because no imaging lenses are used behind the specimen. All geometrical aberra-
tions, except the spherical aberration, can be compensated for by proper alignment
and programming of the deflection systems, see Fig. 4.59.

A strong magnetic lens in telecentric mode is used to form a very small probe
with a diameter of the order of the resolution limit of the microscope (0.2 to 0.5 nm).
The most sensitive region with respect to mechanical vibrations and stray fields is
in a CTEM between the objective lens and the first intermediate lens, since here
the first magnification takes place. Therefore, it is necessary to couple these ele-
ments very rigidly. In a STEM the same holds between the tip and the objective
lens.

The resolution obtained in a TEM is determined by the clear separation of two
points. Each of them is imaged as the diffraction airy pattern. The superposition
should have an intensity of 0.73 in between the two dot centers at intensity 1, see
Fig. 4.60, left. On the right 2 resolution pictures from a corrected scanning electron
microscope are given. Generally, gold crystals on a carbon background are in use as
resolution test sample.

Figure 4.61, left shows how phase contrast originates and is transformed into
amplitude contrast by a phase shifter. This is shifting the phase by γ , at best π/2.
Zernicke applied an optical ring in the objective aperture to shift the scattered light
with respect to the transmitted unscattered light. Scherzer realized that the action of
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Fig. 4.60. Left: definition for resolution test. Right: 2 resolution pictures, left uncorrected, right
corrected (courtesy JEOL)

Fig. 4.61. Left: origin and method to convert phase contrast into amplitude contrast. Right:
high-resolution images with diffractograms and imaging with a zone plate as an aperture to
correct for negative or positive phase contrast

the phase shifter in electron optical lenses is performed by the 3rd order spherical
aberration and can be balanced by the defocus.

Considering an object as a sinusoidal grating of period Λ, the diffraction says:
Λ = l/Θ = f0λ/Xb, with Xb the axial distance of the first maximum of period Λ.
The spherical aberration C3 and defocus C1 = �z are shifting the phase by γ in
off-axial rays at the diffraction angle Θ: γ = (2π/λ)(C3Θ

4/4 − �zΘ2/2). The
phase contrast is maximum for γ = π/2(2m − 1), where m is an integer, which
means C3Θ

4 − 2�zΘ2 − (2m − 1)λ = 0 or Λ = λ{�z/C3 ± [(�z/C3)
2 +

(2m − 1)λ/C3]1/2}−1/2.
The phase contrast transfer function is Ψ Ψ ∗ = 1 − 2a∗

0 cos γ − 2φ∗
0 sin γ with

cos γ the amplitude contrast transfer function and −2 sin γ the phase contrast trans-
fer function, 2a∗

0 the Fourier transform of the amplitude attenuation, and φ∗
0 the

Fourier transform of the phase shift of the object [147].
Figure 4.61 right shows on the left the high-resolution image of a carbon foil

as statistical test sample and the corresponding diffractogram (Fourier transform)
showing the resolution; in the middle the same object is imaged with a zone plate
as aperture blanking off the zones which image the sample with negative phase con-
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Fig. 4.62. Top: correctors for aberrations up to 5th order and chromatic aberrations proposed
for SEM (top left) and TEM (top right) [149, 150]. Bottom left: gold atom chain; middle:
Young’s fringes of polycrystalline gold; right: fringes extend well below 1.0 Å (courtesy
Lichte, Triebenberg, and FEI)

trast; on the right the zone sequence for negative and positive phase contrast and the
characteristics of the imaging process [148] are given.

It is possible to correct for spherical aberration and chromatic aberration using
multipole correctors, as summarized in Fig. 4.62. Such systems are now available by
CEOS GmbH Heidelberg, and are incorporated in high resolution TEM from JEOL,
FEI Corp. [149], and Zeiss. A corrected scanning electron microscope is presented
by JEOL [150].

Using an energy filter to reduce the width of the electron energy distribution of
the field emitter and therefore the chromatical error, the contrast transfer function
is widened and allows higher resolution to be displayed. A hexapole spherical aber-
ration corrector achieves sub-Angstrom resolution. Figure 4.62 shows a series of
images obtained with such a microscope.

4.4.3 Electron Beam Spectroscopy and Analysis

The electron beam–chemical analysis is based on characteristic X-ray emission [151]
using Moseleys law (1/λ)1/2 = CZ, where C is the proportionality factor, see Chap-
ter 7. Detecting the energy loss of the primary beam in electron energy loss spec-
troscopy (EELS) is element specific and allows to measure the dissociation cross-
sections in materials and the phonon and plasmon losses [152, 153]. The energy of
the photons is measured by energy dispersive spectroscopy (EDS) or using wave-
length dispersive spectrometry (WDS).

Auger electrons are detected and analyzed with Auger electron spectrometry
which are high-resolution electron energy spectrometers using quadrupole optics.
Electron energy loss spectrometry (EELS) is performed in STEM (scanning trans-
mission electron microscopes) using magnetic sector field as analyzing elements,
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or magnetic Omega filters in TEM to image a sample with the electrons which did
undergo an energy loss at a certain element [154].

Energy dispersive detectors (EDS) are Si-Li drifted p-n detectors, facing the
sample through a beryllium or mylar window, and measure the whole spectrum at
once [155]. In a wavelengths dispersive spectrometer the X-ray lines are separated
by Bragg diffraction at a crystal and then counted with Geiger–Müller counters [156].
To analyze all elements, it requires several crystals. WDS has a high-energy resolu-
tion of 10 eV, vs 130 eV of the EDS detector. Matrix effects have to be considered
for corrections. The relative error of EDX analysis is 5%, whereas WDS has [157]
an error of 1%.

Auger electrons emerge from the surface and range from 50 to 3000 eV. They are
analyzed with cylinder mirror analyzers [158, 159]. In many cases an ion source is
used to clean the surface and to make in depth profiling.

Electron energy loss spectroscopy (EELS) uses in transmission microscopy mag-
netic or electrostatic sector fields, cylinder analyzers or Wien filters [160]. Energy is
lost by plasmon excitation with 0 to 50 eV [161]. The investigation of plasmon vi-
brations is used to analyze the structure of metals [162]. Chemical microanalysis of
low Z materials show up at energy losses of 100 to 2000 eV [163].

The spectrum shows no peaks but falling wedges, which result from energy trans-
fer to ionized inner shell electrons. Information of chemical bonding and band struc-
tures are revealed in fine structure of steep inclining wedges.

Energy filtering is also possible for whole images using magnetic energy filters
in the magnifying lens system of a TEM. In addition, those filters increase the signal
to noise ratio in diffraction investigation, by filtering out all inelastically scattered
electrons [164]. With characteristic inelastic scattered electrons element distribution
images of high resolution are obtained.

Cathodo-luminescence analysis uses an elliptical mirror and a grating spectrom-
eter, a cooled photomultiplier and lock in techniques to display a spectral intensity
of photons in the IR, visible, or UV. Impurities and damaged crystal areas in single
crystals are revealed. This is of importance for investigating base materials of devices
which need to have undisturbed single crystals for their function [165].

4.4.4 Electron Beam Testing

Early Testing: Mechanical Probing

In the early 1980s cluster probes for opens and shorts testing of multilayer ceramic
substrates and for integrated circuits were used in manufacturing. Cluster probes used
arrays of “buckling metal beams” to contact simultaneously many or all network
nodes on a substrate. They touched a line at both ends and measured the flowing
current. Probe development times were lengthy and highly product specific. With
increasing packaging density the use of mechanical probes became impractical and
expensive.
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Non-contact Electron-beam Testing

To increase versatility, a non-contact test technology was developed based on the
scanning electron beam microscope. Electron beam testing of electronic devices in
electronics production presents several tasks:

(a) Testing of circuits on semiconductors and of multilayer wiring substrates and
printed circuit boards to characterize and prove correct design and production.

Fig. 4.63. Top left: principle of testing setup. Top right: energy distribution of extracted elec-
trons from metal lines with different potentials. Bottom: through lens secondary electron spec-
trometer

Fig. 4.64. Left: schematic of an e-beam probing system for VLSI circuits. Right: electron beam
test system for chip diagnostics (Courtesy of NP Test Inc.)
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Conductors, insulators, doping areas are investigated. Mechanical probing and
non-contact voltage contrast method is used.

(b) Testing of circuits on semiconductors for high frequency behaviour and function:
stroboscopic imaging, light emission spectroscopy of transistors.

(c) Testing of multilayer wiring metal line patterns for flip chip mounting and sol-
dering panels: through panel charging, charged grid method, induced current
method, and secondary electron spectroscopy are employed.

(d) Testing of transistors and lines in LCD production by secondary electron spec-
troscopy.

The investigation of devices in the scanning electron microscope with voltage con-
trast imaging has become inevitable necessary for the testing and debugging of
processes and device structures in semiconductor device production. This speeds up
the design and development of a new device and helps with circuit editing for fast
development turnaround. A working and a nonworking device are easily compared
and defects and errors are found, localized, and revealed from such an analysis. This
technique offers the required resolution and throughput, and also the flexibility to
test any package of differing geometry without problems.

Non-contact e-beam testing relies on the voltage contrast obtained when imaging
metals and insulators in devices. The floating conductor can be charged positively or
negatively depending on the primary electron energy, see Fig. 4.63. Applied voltages
can be followed along lines.

Secondary electron energy spectrometry helps to disguise faults and to detect
high frequency signals. Figure 4.63 right shows a through-lens secondary electron
spectrometer as it is employed in e-beam testers. A schematic is given in Fig. 4.64
left, and a commercial tester, right.

The Dual Potential Test Method

Figure 4.65 left illustrates the “dual potential” technique [166] employed for the test-
ing of networks with multiple nodes on the top surface of a substrate. A network was
charged negatively by a relatively high-energy beam directed to one network node.
The beam potential was rapidly switched to a lower reading potential and charged.

Fig. 4.65. Schematic of the dual potential test method (left) and voltage contrast secondary
electron images showing the continuity between network nodes (right) or lack thereof (middle)
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Fig. 4.66. Left: voltage contrast image of a gatter, one out of 2 switches: a the inputs A and B
have +12 V (dark), the switching logic produces at the output Q the potential 0 V; b inputs:
A: +12 V, B: 0 V, output Q: +12 V (dark). Right: example of high-frequency sampling imag-
ing technique

“Reading” consisted of determining the magnitude of the signal from a voltage con-
trast (VC) secondary electron detector. The images in Fig. 4.65 right illustrate the VC
image produced by scanning at the read potential. VC signal amplitude is represented
in the image by a gray scale with white corresponding to a large signal (negative po-
tential). The image on the right illustrates continuity between an outer pad and an
inner flip-chip attachment point, whereas the image in the middle illustrates an open
in the connection. The beam was directed to other network nodes to verify that they
had been.

Static Voltage Contrast Imaging of “Life” Circuits

Figure 4.66, left: a and b shows the voltage contrast image of a switch for different
voltage settings. When switching the input voltages, the SEM displays the function
of the device and a series of images can be taken.

Slow changing states can be displayed and observed if the SEM uses TV imaging.
The precondition is that the switching frequency is small compared to the image
frequency. However, if the device is supplied with high frequency much larger than
the imaging frequency, a striped image displaying the changing potential contrasts
allows to observe the functioning of the device.

Figure 4.66, right shows the high frequency sampling technique imaging a 5
stage frequency divider. At input E a rectangular alternating voltage is supplied of
frequency f . The outputs display A1: f/2, A2: f/4, A3: f/8, this can be seen from
the doubling of the stripe width. It is also revealed that the last two stages of the
device are malfunctioning.

Stroboscopic Voltage Contrast Imaging

A voltage contrast image of such devices having alternating potentials is only ob-
tained employing a stroboscopic imaging method. This means that the imaging elec-
tron beam and the operating voltage of the device is switched on and off (pulsed
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Fig. 4.67. Principle of the stroboscopic voltage contrast imaging method: a the stroboscopic
tester system; b and d different phases of beam on impulse and device operating voltage;
c and e stroboscopic voltage contrast images of a MOS device using the voltages as given
in (b) and (d); frequency of operation 1 MHz

or blanked) with the same frequency. Figure 4.67a shows the schematic of the stro-
boscopic imaging method [167]. The device is fully wired and supplied inside the
scanning microscope and operates at its frequency. A special device socket and sup-
ply voltage feed through having up to, e.g. 40 pins is used. This allows to connect
the device to an external pulse generator, phase shifter and supply voltage genera-
tor. The beam blanker is triggered using the device operating frequency and voltage
[168]. Using a phase shifter, the device and beam blanking can be adjusted to ob-
tain a stroboscopic sharp respectively standing image, see Fig. 4.67b. This displays
then the device potential distribution at a special phase, e.g. 12 V device voltage, see
Figs. 4.67c and 4.67e. Figure 4.67d shows a state being half a period shifted, e.g. 0 V
supply voltage. The operating frequency was 1 MHz.
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Ion Beam Devices for Material Processing
and Analysis

F. Rüdenauer, H.W.P. Koops, G. Hobler, L. Palmetshofer, and H. Bluhm

5.1 Ion Beam Analysis

5.1.1 Historical Development

The discovery in the 1930s that nuclear reactions can be induced by the impact of
heavy atomic projectiles fostered research in the fields of heavy ion particle acceler-
ators on one side and theoretical and experimental studies of atomic collisions and
energy loss of fast particles in condensed matter on the other side. People like R. van
de Graaff in the US and, earlier, Cockroft and Walton in Europe, designed efficient
high voltage generators in the low MeV range and people like E.O. Lawrence and
H. Enge designed corpuscular optics beam lines for focusing and analysis of high en-
ergy ion beams. Ion accelerators contributed heavily to the field of nuclear reactions
and our knowledge on radioactive and stable nuclides. With the upcome of the age of
microelectronics in the 1960s and 1970s the interest in material sciences exploded.
Both, ion accelerator devices and theoretical knowledge on heavy ion collisions and
propagation of ions in matter were well developed and ready to contribute to the
fields of materials analysis and surface physics.

A second driver for the field of ion beam analysis was space science. When it
was decided in the 1960s to send a man to the moon, it became obvious that new
methods for microchemical analysis, both for material recovered from the moon
and for robotic on – site analysis on planetary bodies were needed. For the latter
purpose, well developed nuclear techniques (α is the particle backscattering using
radioactive sources) were applied successfully, first on the SURVEYOR V Lunar
mission in 1967. The former requirement gave rise to the development of a new
generation of imaging microanalytical instruments with spatial resolutions down to
the sub-micrometer range, e.g. the scanning electron microprobe and the ion micro-
probe (SIMS). Both, high and low energy ion beam analytical techniques since then
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have been continuously improved and have contributed to many fields, e.g. material
science, nuclear science and safety, biology, environmental science and many others.

5.1.2 Electrophysical Fundamentals

Ion beam scattering analysis is based on the fact that a high energy projectile ion is
scattered in the atomic potential of a target ion (usually at rest). In most cases, such
a collision can be considered with sufficient accuracy as a binary collision governed
by conservation of energy and momentum. If observation is done at a fixed scattering
angle, the energy of the scattered projectile depends on the ratio of target/projectile
atomic mass only. If the projectile mass is known, the target mass can be inferred
by measuring the energy of the scattered particle. This simple consideration holds
for an isolated target atom. If the atom is embedded in a solid, the energy loss of
the ingoing and of the outgoing scattered projectile must be taken into account. The
energy loss dE/dx per unit path length essentially consists of a contribution due to
nuclear stopping (Coulomb interaction of screened nuclear charges of target and pro-
jectile) and a second contribution due to electronic stopping, i.e. interaction of the
projectile with lattice atoms. Nuclear stopping dominates at energies up to ≈A keV,
where A is the atomic weight of the incident ion. The energy of the projectile de-
termines how deep it can penetrate into a solid, make a large angle collision with a
target atom and reescape from the solid again in order to yield information on the
mass and the subsurface depth of the scattering target atom. The high energy (a few
MeV) accelerator methods (e.g. RBS) have an accessible depth into the solid of a
few micrometers. The low energy ion scattering technique (LEIS) with a projectile
energy of a few 100 eV to a few keV is a purely surface sensitive method. Analysis
can also be performed on the basis of electromagnetic radiation emitted by the target
atoms, as a consequence of electronic and nuclear excitation by the projectiles. The
particular processes are mentioned below in the description of the respective analysis
techniques.

5.1.3 Analysis Techniques

“Ion beam analysis” is the generic name for a class of microchemical analysis meth-
ods for solid materials, in which ion beams in vacuum play a central role. Ion beams
stimulate emission of electromagnetic or corpuscular radiation from the sample,
thereby obtaining information on the kind, spatial distribution (in up to 3 coordi-
nates) and, to a limited amount, on the chemical bonding of elements present in the
sample. These ion beam methods can be classified according to the energy of the
stimulating (primary) ion beam [1, 2], Table 5.1. A schematic for the experimental
arrangement used in high beam energy methods is shown in Fig. 5.1.

In Rutherford backscattering analysis (RBS) a 0.5–2 MeV He++ ion beam from
an accelerator penetrates into the superficial layer (0–≈2 μm) of the solid sample and
is backscattered from the atoms in this region. From the energy of He ions backscat-
tered into a given direction the mass of the scattering target atom and its distance
from the sample surface can be determined.
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Table 5.1. Ion beam analysis methods for chemical analysis [3]

Method Typical Elements Detection Depth Imaging/ Lateral
applications detected limits resolution mapping resolution

RBS Quantitative thin
film composition
and thickness

Li–U 1–10 at%
(Z < 20)
0.01–1 at%
(20 < Z < 70)
0.001–0.01 at%
(Z > 70)

2–20 nm Yes 2 mm

PIXE Quantitative thin
film composition
and thickness

Na–U 1 ppm 2–20 nm Yes in Nuclear
Microprobe

1 μm

PIGE Quantitative thin
film composition
and thickness

Li–K 10–1000 ppm –

SIMS Dopant and impu-
rity depth profil-
ing, surface, and
microanalysis

H–U 1e12–
1e16 at/cc
(ppb-ppm)

5–30 nm Yes 1 μm
imaging,
30 μm
depth
profiling

FIB Cross-sections,
resist, defects,
thin sections for
STEM/TEM

B–U
(EDS
mode)
H–U
(SIMS
mode)

0.1–1 at% Yes >3 nm
SEM
>7 nm
FIB

Fig. 5.1. High energy ion beam analysis methods, schematic; other beam species used are D,
He
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Proton Induced X-ray Emission (PIXE) makes use of the ionisation induced in
the core levels of the sample atoms bombarded by a MeV proton beam [4]. Deex-
citation of these deep holes gives rise to emission of characteristic X-rays, thus per-
mitting identification of the elements present in the sample. Compared to electron
based X-ray analytical techniques such as energy dispersive spectroscopy (EDS),
PIXE offers better peak to noise ratios and consequently much higher trace element
sensitivities, down to the ppm-level for certain elements. In a special modification of
the method (Proton microprobe), the bombarding proton beam is focused down to
a diameter of the order of 1 μm and raster-scanned across the sample surface, thus
permitting to record 2D-images of the spatial distribution of elements in the surface
region of the sample [5].

If the energy of the proton beam is increased to 3–4 MeV the nucleus of isotopes
can be excited, leading to emission of γ -rays (Proton Induced γ -ray Emission [6],
PIGE). Energy analysis of the emitted γ -rays allows quantitative and qualitative ele-
mental analysis, in particular of light elements, which are often difficult to determine
by other analytical techniques. The sensitivity of PIGE varies greatly from isotope
to isotope.

In PIXE and PIGE the proton beam can be brought out from the high vacuum
environment of the accelerator into the ambient of the laboratory (external beam).
This technology makes it possible to analyse valuable artifacts or precious materials
at atmospheric pressure without having to take small subsamples. The attenuation
of soft X-rays in ambient air can be partially avoided by purging the area between
sample and X-ray detector with He [7].

Applications of the high energy ion beam analysis methods are in mineralogy,
geology, cosmochemistry, biomedical research [8], arts, microelectronics, etc. In-
strument manufacturers can be found in the references [9, 10].

In Secondary Ion Mass Spectrometry (SIMS) a beam of ions (400 eV–20 kV) is
bombarding a solid sample. This “primary” ion beam generates a collision cascade in
the superficial layers of the sample, finally leading to emission of surface atoms and
molecules (sputtering). A small fraction (10−3% to 10%) of the sputtered particles
is positively or negatively ionised (secondary ions). Mass analysis of secondary ions
allows high sensitivity elemental analysis of the sample [11, 12]. Since the range
of emitted secondary ions in the solid is only a few nanometers, SIMS intrinsically
is a surface analytical technique. Secondary ion yields (emitted ions/primary ion)
vary over a range of 3–4 orders of magnitude [13] and cannot be predicted from first
principles. In all operating modes, quantification of elemental concentrations from
SIMS spectra therefore is only possible using external or internal standards [11].

If the primary beam density is chosen such that during the course of an analysis,
a microarea of the sample, corresponding to the extension of the collision cascade
(typically 20–30 nm) in the average receives not more than a single primary ion, the
original molecular structure of the sample or its adsorbed layers is reflected in the
mass spectrum of the emitted particles (Static SIMS). This mode of analysis therefore
is applied to problems in organic chemistry, medical and pharmaceutical research,
structural chemistry, etc. Detection sensitivities are reaching down to 1 ppm of a
single monolayer, sample damage and erosion is negligible.
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If the primary current density is chosen higher (>1010 ions/cm2 s), surface mole-
cules are destroyed by repeated ion impact at the same location and sputter erosion of
the surface becomes non-negligible. This mode of Dynamic SIMS therefore is mainly
limited to elemental analysis of solid samples. Due to the higher ion currents used,
dynamic SIMS is an extremely sensitive solids analysis technique with sensitivities
for many elements in the ppb range. The spatial distribution of elements at the solid
surface (2D-imaging SIMS) can be determined either by focusing the primary beam
and scanning this microbeam across the surface (scanning SIMS), or by making
use of the imaging properties of electrostatic–magnetic mass spectrometers (direct
imaging SIMS, Fig. 5.2) or by a combination of both (image dissecting SIMS) [11].
Spatial resolutions down to 20 nm have been reported [14]. By combining imaging
SIMS with sputter erosion, intrinsic to primary ion bombardment, the 3rd spatial di-
mension (sample depth) is accessible. In this mode (3D SIMS) [15] the sample is
continuously sputtered and 2D images are recorded at regular time intervals. From
this 3D image stack the 3D distribution of elements in a surface–near microvolume

Fig. 5.2. Commercial double focusing imaging SIMS; schematic
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can be reconstructed in ideal cases. A special case of 3D analysis is depth profile
analysis where the concentration of elements is determined as a function of sputter
depth, either directly by recording elemental signal intensity as a function of sputter-
ing time or retrospectively by reconstruction from a 3D image stack. This analysis
mode is heavily used in microelectronics device manufacture and has contributed
essentially to the commercial success of SIMS [16, 17].

Mass analysis in SIMS is performed using double focusing mass spectrome-
ters (DFMS, Fig. 5.2), time-of-flight mass spectrometers (TOF–SIMS [18–20]) or
quadrupole mass spectrometers. DFMS is the standard technique for high sensitivity
depth profiling and trace element and isotopic analysis. TOF–SIMS, due to simulta-
neous recording of all masses is of advantage for elemental and imaging analysis of
extremely small sample volumina, quadrupole SIMS is an economical alternative for
medium sensitivity elemental analysis and static SIMS applications.

Quadrupole dynamic SIMS often is coupled with Focused Ion Beam (FIB) mi-
cromachining equipment [21] (see Sect. 5.2). Here SIMS allows to identify defects
and map elemental distributions in microelectronic circuits.

Accelerator Mass Spectrometry (AMS) is a specialised ultra-sensitive method for
extreme trace analysis [22]. It basically is a medium mass resolution dynamic SIMS
technique in which isobaric molecular mass interference, usually a sensitivity limit in
standard SIMS instruments, is strongly reduced by accelerating the secondary ions
to MeV energies and sending them through a gas or thin foil stripping cell. In the
stripper, all molecules are dissociated into their atomic components so that only the
selected atomic or isotopic species passes on to the detector.

SIMS is applied in microelectronic device technology, metallurgy, nuclear tech-
nology [23]; environmental analysis, biomedical research, geology, cosmochemistry
[24, 25] and many others.

In Ion Scattering Spectroscopy (ISS) [26, 27], in particular, low energy scattering
spectrometry (LEIS), mono-energetic ions are scattered by the atoms in the surface.
According to the laws of conservation of energy and momentum, the energy of the
backscattered ions is characteristic of the mass of the target atoms from which they
are scattered. The energy spectrum obtained can thus directly be interpreted as a
mass spectrum of the surface atoms. The information depth of low energy (1–5 keV)
ion scattering (LEIS) is limited to one atomic layer because the low-energy noble gas
ions have a high neutralization probability. This results in a negligible scattered-ion
yield from target atoms below the surface layer. If the ion energy is increased, we
talk of medium energy ion scattering (MEIS) or high energy ion scattering (HEIS),
in their surface sensitivity. These techniques are mainly used in fundamental research
or very specialised areas of industrial interest (e.g. catalysts).

5.2 Ion Beam Materials Modification and Mask Repair

5.2.1 Historical Development

Focused ion beam (FIB) systems were developed since 30 years [28], and are pro-
duced commercially for approximately ten years, primarily for large semiconductor
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manufacturers. FIB systems operate in a similar fashion to a scanning electron mi-
croscope (SEM) except, rather than a beam of electrons and as the name implies, FIB
systems use a finely focused beam of gallium ions that can be operated at low beam
currents for imaging or high beam currents for site specific sputtering or milling.

The focused ion beam (FIB) system for nanomachining, mask repair (MRP) and
circuit editing (CE) consists of an ion optical column containing an ion source, ex-
traction electrodes, an optional mass separator, electrostatic focusing lens, and a
beam blanking and deflection system. In a high vacuum chamber, a precision con-
trolled stage with sometimes interferometric position control is used to place the
sample under the beam. The beam position is controlled by a computer with special
lithography software. Modifications of the sample are performed using a specialized
process control software. Stability and resolution of such systems is in general better
than 10 nm.

5.2.2 Electrophysical Fundamentals

The key element is the ion source. The liquid metal (LM) source consists of a sharp-
ened tungsten needle, 0.02 to 0.002 cm in diameter, wetted with a thin film of molten
metal such as gold or gallium. Ionisation of the molten metal takes place at the apex
of the needle when a critical voltage is applied. The interaction of electrostatic and
surface tension forces between the tip and exterior electrode causes the liquid metal
to form a peaked cone (Taylor cone) of a small diameter. LM sources have a typical
brightness of 1 × 107 A/cm2 sr (amperes per square centimetre and solid angle) at
an angular current density of 10–50 μA/sr. The energy spread is 5–21 eV at these
conditions, with a virtual size of 10–50 nm. Positive ions of any metal, and from
components of eutectic alloys with low melting points can be generated, although
Au, Ga, Si, and Li are the most common (pure materials such as Li have such high
chemical reactivity that their lifetimes as an ion source is unreliable and short-lived).
The energy spread has been found to increase with both current and particle mass.
It results from the Coulomb interaction of the ions at points of high density, like the
cone apex of the source, and is especially large when the ions are still slow. The
utilization of LM sources has been increased using eutectic alloys and separating the
alloy constituents by velocity filters constructed from crossed electric and magnetic
fields (E × B-filter). Patterning of resist with heavy ions uses the advantage of low
penetration depth and high sensitivity of polymers for ion bombardment. The life-
times of the sources is limited to 3 months due to corrosion of the tungsten needle.
Ions undergo a variety of sample interactions, see Fig. 5.3.

The Ga ion beam of typically 100 pA and 30 keV energy interacts with the sample
through several mechanisms: It generates secondary electron emission, secondary
ion emission, sputtering of atoms, electromagnetic radiation like X-rays, it interacts
strongly by physical sputtering resulting in amorphisation of the sample top 30 nm
layer, and modifies the sample by ion implantation. Ga is mixed into the deposits and
the top surface layers. Ion impact produces displaced substrate atoms (damage of the
crystal lattice) even as deep as 60 nm by channelling and collision cascades. Nuclear
and electronic excitation, as well as heating is generated. Bulk chemical reactions
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Fig. 5.3. Interaction channels for ions with the sample

and surface chemical reactions are initiated. The strongest of the above mentioned
effect is the sputtering of the sample [29].

5.2.3 Present State-of-the-Art and Applications

State of the art applications are described in the literature [30]. Working with a fo-
cused ion beam is a slow serial process, but a unique combination of imaging, ion
implantation, material removal and deposition. It is used for prototyping, fabrica-
tion, repair, inspection of high value items, for failure analysis of integrated circuits,
re-wiring of integrated circuits, lithographic mask repair, hard disk read/write head
machining, direct fabrication of integrated circuits, prototyping of MEMS devices,
and micro/nano fabrication of high value objects like sensors. Table 5.2 shows char-
acteristics of production and research FIB systems.

The most common applications of focused ion beams are, despite of micro fab-
rication, the refinement of sensors, like magnetic heads for disk drives, photo-mask
repair (PMR), failure analysis in semiconductor production (FA), and circuit editing
(CE).

Photomask Repair

There are many defects in a photomask, which are of different appearance. One finds
two classes of defects, open and closed areas. Open defects require the addition
of absorbing or phase shifting material, and closed defects require the removal of
surplus material. Figure 5.4 shows a variety of defects. Most defect sizes are well
below the CD and require therefore a repair system capable of very high resolu-
tion.

A 4× Mask photo mask for a fabricated device of a certain critical dimension
(CD), e.g. at 90 nm, has a critical dimension at the mask level of 360 nm. In the year
2000, a transition in optical lithography for wafer exposure systems took place. Till
then binary photomasks made from chrome absorbers on quartz blanks rendering
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Table 5.2. Characteristics of production and research FIB systems

Focused ion Without mass With mass separation
beam systems separation
Application Micromaching lithography Implantation
Accelerating voltage 20–50 kV 5–200 kV
Current density 1–10 A/cm2 0.1–1 A/cm2

Beam diameter 5–500 nm 50 nm
Ion species available Ga (elemental source) As/Si/Be, Pd/B/As(alloys)
Systems in the field >800 <30

Fig. 5.4. A variety of defects in masks is classified as open and closed defects

Fig. 5.5. Left: Due to the change from amplitude to phase contrast, 1× structures for OPC and
Phase shifters have to be correct in photo- and phase shift masks. Right: Serifs, hammer heads
and phase shifting lines of 1× size shall modify the phase contrast to deliver the correct phase
contrast image

amplitude contrast device patterns were used in the 4× reducing imaging steppers.
However, when the masks critical dimension reached the size of the wavelength of
the UV light used in the stepper, the imaging contrast mechanism changed to phase
contrast imaging, see Fig. 5.5, left. To obtain correct phase contrast intensity distribu-
tions for proper exposure of the resist, the masks patterns were corrected with optical
proximity effect correcting structures (OPC). Those additional structures are as small
as the CD at the wafer, which is in our example 90 nm. Such details have to be re-
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paired, see Fig. 5.5, right. For mask repair of open defects an ion-induced deposition
process is employed to cover the areas with an opaque carbon or platinum/carbon
film, see Fig. 5.5.

The process offers fast, accurate, clear repairs that require no trimming and can be
made anywhere on the mask, including isolated quartz areas. The technique consists
of introducing a hydrocarbon or platinum containing organometallic precursor gas
in the vicinity of the defect, while scanning it with the ion beam. The gas is broken
down and deposited only where the beam has been scanned. The result is a durable
opaque film consisting of carbon or Pt/C and gallium. These repairs are not affected
by standard cleaning processes. The thickness of the deposition can be varied to
make the area slightly transmissive when repairing attenuated phase shift masks.

Gas assisted etching repairs closed or opaque chrome defects. In order to reduce
quartz damage, a reactive gas is introduced into the system near the surface of the
mask. When the ion beam is scanned over the chrome, it causes the gas to react
preferentially with the chrome and etches the chrome away. This produces chrome
repairs with minimal quartz damage and improved transmission. An adaptive beam
blanking technique can be used whereby a bit map of the defective area is constructed
from image data, and based upon this map, the beam is blanked when scanning ex-
posed quartz and unblanked when scanning chrome. This method, combined with
the etching gas, minimizes undesired etching of the quartz area in the vicinity of the
defect and frees the operator from having to carefully outline the defect area. This
method produces repairs with “riverbeds” less than 35 nm deep and transmission bet-
ter than 95% at i-line. Such repairs are usefull for 248 nm lithography and somehow
for 193 nm lithography. However, the Ga implantation during the review and repair
process is so severe that it limits the use of this technology.

Embedded shifter masks have become the phase shift technique of choice for
many mask makers. Typical films include MoSiON and CrOx . These can be repaired
in a manner similar to binary chrome masks and the masks image quite well in the
wafer stepper system. Extra shifter material is etched away by the ion beam. Missing
shifter can be repaired by making a thin carbon deposition to match the transmission
of the shifter material. Embedded shifter masks are often used for contact levels
because they are the most critical of all levels and require the best resolution. One
common defect is a missing contact hole. This can be duplicated from a good contact
and placed in the proper location using a pattern copy software.

Since the ions have a low penetration depth into the material, the top surface suf-
fers sputtering by ion impact. This allows to erase surplus material of closed defects
in photo masks. Since the sputtering rate is dependent on the angle of the beam im-
pact and is highest close to 90◦ with respect to the surface, all ion sputter work is
characterized by “river bedding”, which is the appearance of a deeper etch pit at the
rim of the sputtered area. Such uncertainty leads in phase shift masks to additional
phase shift. An allowed 1 degree of phase error in the 90 nm node translates to 2 nm
Quartz material thickness. This is a very high accuracy requirement for the detection
of the endpoint of the sputtering work.

Since Ga ions are positive and generate a large number of secondary electrons
at impact (typically 20 per ion), which are extracted for imaging, the sample will
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charge positively in the top layer. This charge can have a high density and generate
very high potential differences at the sample during the repair work. Therefore, a
low energy electron flood gun of 60 eV with a low current density is used to illu-
minate the mask during repair work, however intermitted with the imaging, to allow
the existing charge islands to attract the negative charge required for compensation
of the potential differences, see Fig. 5.6. Figure 5.7 shows: (left) the repair action
schematic; and (right) a result of an open (top) and a closed effect repair (bottom).

For larger and in time lengthy repair work, especially at low currents, a drift
compensation routine is employed, where a hole is drilled into an opaque area and
intermittently imaged during the repair work, and after finishing the repair the hole
is closed again by deposition. This procedure allows to work on 70 nm defects, but
reduces the throughput of the work.

At higher resolution required for the repair, during the imaging of the defect al-
ready Ga ions are implanted into the mask, and the mask is sputtered. This reduces

Fig. 5.6. Schematic of the focused ion beam (FIB) repair method. Molecules are issued to the
mask for deposition and beam assisted etching. Charging is compensated by an electron beam
of low energy flooding the sample

Fig. 5.7. Left: The deposition repair action schematic; and right closed defect repaired by ion
milling (top) and repair of an open defect by deposition (bottom)
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Fig. 5.8. The comparison of ion- and electron-beam mask imaging and repair shows that for
157 nm lithography it is inevitable to use electron beam mask repair

the transmission at the observed site and makes the application of FIB repair impos-
sible for deep UV lithography masks.

A comparison of ion and electron beam mask imaging and repair is shown in
Fig. 5.8. Only e-beam based mask repair tools meet the requirements of damage free
defect review and repair for advanced mask technologies.

Failure Analysis by Ion Beam Milling and Electron Beam Imaging

For defect review and analysis the semiconductor industry employs dual beam sys-
tems in their production facilities. The workstation is equipped with a 30 kV ion
beam, a high resolution SEM mounted under an angle to the ion beam, and a gas
injection system for deposition and enhanced etching. It is used for wafer inspection,
cross-sectional preparation and structural examination. The most limiting aberration
is the chromatic aberration of the electrostatic ion beam probe forming system.

JEOL Ltd. has the slogan “cut and see” for this sample preparation. A wafer from
the production line is inspected with a secondary electron microscope for irregular-
ities in the pattern appearance, like bumps on a line. This indicates that a particle is
located in a lower layer of the device. Using EDX analysis, a volume of 1 μm be-
low the surface is analysed for the materials composition of this location. To image
the defect, a wedge shaped hole is sputtered into the wafer with the ion beam. The
wedge is required to allow the electron beam to image the side of the cut wedge. It
is preferred for imaging, since scanning the sample with the ion beam sputters and
changes the sample.

As an example, the specification of a commercially available crossbeam system
is given in Table 5.3. This system offers a high resolution SEM and a FIB under an
angle of 51◦ in one machine for the cost of US$ 500 000. An example for deposi-
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Table 5.3. Specification of a ZEISS 1540XB CrossBeam

SEM FIB
Resolution 1.1 nm @ 20 kV 7 nm @ 30 kV guaranteed,

2.5 nm @ 1 kV 5 nm achievable
Magnification 20×–900k× 600×–500k×
Probe current 4 pA–10 nA 1 pA–50 nA
Acceleration voltage 0.1–30 kV 3–30 kV
Emitter Thermal field emission type Ga liquid metal ion source (LMIS)
Detectors In-lens: Annular type

Chamber: ET type
BSD: Optional solid state or scintillator type
QMS: Optional, STEM: Optional

Operating pressure 10−3 mbar or lower 5 × 10−5 mbar or lower
Specimen chamber 330 mm ø, 270 mm height

IR CCD-camera included for sample viewing
Specimen stage 6-axes fully eucentric, all motorised

X = Y = 102 mm, Z = 43 mm, Z. = 10 mm
Tilt = −10–60◦, Rotation = 360◦ continuous
AWD (analytical working distance): 5 mm

Image processing Resolution: from 512 × 384 to 3072 × 2304 pixel
Noise reduction: Pixel averaging, frame averaging,
continuous averaging

Image display Two flicker-free XVGA monitors with image displayed at
1024 × 768 pixel

Image hardcopy Choice of laser, inkjet or video print media
System control Integrated CrossBeam R©/SmartSEMTM user interface based

on Windows R© XP operating systems, controlled
by mouse, keyboard and joystick

Gas injection system Up to 5 gases for selective etching, enhanced etching,
material deposition, insulator deposition

tion with e-beam and the ion beam column attached to the microscope are given in
Fig. 5.9.

Circuit Modification for Device Development

The semiconductor industry needs to produce new designed faster and more pow-
erful computer chips in shorter production cycles. To save money and time on the
production of mask sets for the wafer stepper, Circuit Editing (CE) is used. For this
functioning cells with critical devices areas are fabricated with variations in one mask
set, and one wafer is processed in the production line. This wafer contains a variety
of optimized designs for a problem in isolated islands. If necessary, an insulating top
layer is milled away with the ion beam to access the metal line. Using the ion beam,
electric power is connected to the device by depositing conducting lines. After test-
ing of this part of the circuitry the lines are cut again and other parts are connected
for testing. Due to bad endpointing and Ga staining of insulators the FIB CE method
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Fig. 5.9. Left: Zeiss Crossbeam W-deposition; and right: Orsay Physics Ion Beam column as
it is used in the Zeiss Crossbeam

is only usable for 65 nm CD devices. Devices with smaller CD will need electron
beam CE systems.

TEM-Lamella Preparation for Defect Review
and Analysis in Semiconductor Manufacturing

To fabricate a cross-section, usable as a sample in a high tension Transmission Elec-
tron Microscope (TEM), the location is discriminated, generally imaging the surface
with the SEM. A surface irregularity indicates that a defect is present in the depth
of the semiconductor circuitry. To analyse the nature of the defect, it is necessary to
cut a thin slice of the semiconductor levels using the focused ion beam and sputter-
ing away left and right wedges of the slice at the defect location. To obtain a thin
lamella, it is necessary first to deposit a line with a fine electron beam and tung-
sten deposit from tungsten-hexacarbonyle. Then the milling with the ion beam is
performed. Generally a 30 keV Ga ions beam having a focus spot of 2 nm diame-
ter is used. For extraction, the lamella is approached with a sharp tungsten needle
using a micromanipulator. By depositing additional W on the needle and the top of
the lamella this is fixed to the needle. Then the lamella is cut out at the sides and
the bottom using the sputtering ion beam. Using the manipulator, the needle with
attached lamella is extracted, and the lamella is then placed onto a TEM grid sample
carrier coated with a holy carbon foil. It is again fixed with some W-deposition to
the foil. Then the transfer of the grid with sliced lamella into the TEM is possible,
and the high resolution analysis can be performed. The whole procedure takes at
least 40 min. Steps of this procedure are displayed in Fig. 5.10 top and bottom rows.
It is inevitable to perform such an analysis during several steps of producing a sili-
con chip on the wafer in the fabrication process line to obtain defect free production
conditions. This is necessary to improve the yield of the fabrication lines.

The throughput for deposition and etching processes depends on current density
and material supply, as discussed for ions [31] and for electrons [32]. Ions and elec-
trons have a processing throughput limited for small defects (<1 μm2) by the gas
supply and are therefore equal in throughput [33].
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Fig. 5.10. Top left: the deposition of the tungsten line; middle: the etching of the cavities
(left and right) of the lamella and right: the thinned lamella. Bottom left: the empty pit after
extraction of the lamella; right: the inset (Courtesy ZEISS SMT AG)

5.2.4 Future Aspects

3D Rapid Prototyping and Microstructure Fabrication

For 3D structures, rapid prototyping of nanostructures, and microstructure modifica-
tion a set of data for the beam control system its to be generated from a (3D) model
of the device or structural change. Since deposition can only build upwards volume
structures are sliced into layers, which are deposited sequentially. The schematic of
data preparation and fabrication of 3D structures for rapid prototyping of nanostruc-
tures is given in Fig. 5.11 [34].

Results of 3D rapid prototyping are shown in Fig. 5.12, left: a lamella of a butter-
fly’s wing acting as an omni directional optical mirror for visible light, right: minia-
ture wine glass deposited from carbon polymer precursor [35, 36].

Scanning ion microscopy technology has opened a new door to forensic sci-
entists, allowing the gun shot investigator to see inside a particle’s core. Using a
focused ion beam, particles can be cross-sectioned, revealing the interior morphol-
ogy and character that can be utilized for identification of the ammunition manufac-
turer [37].

5.3 Ion Implantation

5.3.1 Historical Development

Early observations of the ability of energetic ions to modify material properties were
made by nuclear scientists involved in the development of nuclear reactors during
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Fig. 5.11. Schematic of data preparation and fabrication of 3D structures for rapid prototyping
of nanostructures

Fig. 5.12. Left: 3D structure fabricated after the design of the lamella on butterfly wings; right:
nano-wineglass

World War II. These material changes, e.g. void formation, were caused by the re-
coiling of target atoms by fast neutrons and were regarded as deleterious only. Inten-
tional use of ion beams for material modification was first attempted in the 1950s in
the rising field of semiconductor device fabrication. In 1957 Shockley was granted
a patent on ion implantation as a doping technique of semiconductor devices [38],
where the ability to control the depth location of the implanted impurities by the
energy of the ion beam, and the need for thermal annealing after implantation were
described.

In the 1960s the theory of the stopping and the range of ions in solids was de-
veloped (LSS theory [39]), and the phenomenon of ion channeling in crystals was
discovered [40]. The scientific breakthrough came in the mid 1960s when several
nuclear research labs (Chalk River Nuclear Labs, Oak Ridge National Labs, AERE
Harwell) started research programs on the physics and technology of ion implanta-
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tion, and ion implantation became the subject of international conferences (e.g. Ion
Beam Modification of Materials, Ion Implantation Technology, etc.).

Semiconductor industry was at first reserved against the new and costly tech-
nology. However, the interest grew quickly when ion implanted devices showed real
advantages in performance over conventionally manufactured devices. The first com-
mercial ion implanters were manufactured in 1973 and had a typical performance of
100 keV energy and 100 μA ion current. The following years were characterized by
efforts to increase the current output (10 mA) and, rather recently, to expand the
energy range to high energies (several MeV) and to very low energies (1 keV and be-
low). Nowadays, ion implantation is indispensable for the production of, especially,
CMOS devices [41]. The implanters have sophisticated process control (dose, im-
plant angle, wafer temperature, contamination, etc.) and are capable of implanting
up to 200 wafers per hour.

The use of ion implantation in other fields of materials science was studied in-
tensively over the years. For instance, by ion implantation it is possible to change
the chemical composition of the surface, to create a surface alloy or to synthesize
a surface chemical compound. Such surface layers may have outstanding wear or
corrosion properties. Because of the high doses needed, which result in long implan-
tation times and high costs, the technique is only used for special niche products, e.g.
medical implants.

5.3.2 Electrophysical Fundamentals

Ion implantation is a process for the modification of physical or chemical properties
of solids in sub-surface layers. Atoms or molecules are ionized, accelerated in an
electrostatic field, and then made to impinge on a target. The ions are slowed down
inside the target by elastic collisions with screened nuclei and by inelastic interac-
tion with electrons [42]. The range of the ions is between several nanometers and
several micrometers, depending on the acceleration voltage (≈1 kV to several MV)
and on the mass of the ions and the target atoms. In crystalline targets, ions may
have a larger range as they are steered down the open channels between the rows or
planes of atoms (channeling [43]). During the stopping process, the ions recoil target
atoms from their sites and thus create crystal damage. A thermal treatment is usually
applied to anneal the defects.

Because of the statistical nature of nuclear scattering, the ions do not stop at
a pre-determined position. Their distribution may be approximated, in the simplest
case, by a Gaussian function characterized by its mean value (“projected range”) and
standard deviation. In semiconductor process modelling, more sophisticated analyt-
ical functions are used nowadays [44], which allow a more accurate description of
depth profiles as well as of 2- and 3-dimensional dopant distributions, e.g. at mask
edges. Alternatively, ion and damage distributions may be calculated by Monte Carlo
simulations [45–47].

The process of ion implantation allows the modification of almost any prop-
erty of a surface layer of the target. Semiconductors, metals, insulators and super-
conductors have been used as targets. After ion bombardment, electrical, optical,
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Fig. 5.13. a Traditional ion implanter with electrostatic scan system; b end station of a batch
implanter with an additional acceleration/deceleration stage that extends the energy range of
the implanter

mechanical, chemical, structural and other effects have been reported in the litera-
ture.

5.3.3 Present State-of-the-Art and Applications

The basic elements of an ion implanter are the beam generating unit consisting of
an ion source and extraction optics, an analysis magnet with a resolving slit for the
selection of the desired ion species, a scanning system that distributes the ions uni-
formly across the wafer, and a wafer handling system (Fig. 5.13a). Most commer-
cial implanters use a Bernas source, which is essentially a hot cathode (thermionic
filament) ion source with a gaseous source feed and an additional vaporizer for ma-
terials which are not conveniently obtained as gases. Purely electrostatic scanning
as, shown in Fig. 5.13a, causes incidence angle variations on the wafer. In today’s
industrial implanters the electrostatic scan in one or both directions is substituted
by mechanical scan (motion) of the wafer. A typical architecture of a single-wafer
(serial) implanter comprises electrical scanning in the vertical direction with a mag-
netic corrector further down the beamline to compensate the angle variation, and
mechanical scanning in the horizontal direction. As an alternative to electrostatic
scanning, the beam may also be spread out into an unscanned “ribbon” beam that
exceeds the diameter of the wafer. Batch systems, on the other hand, use purely me-
chanical scanning with a stationary ion beam (Fig. 5.13b). The wafers are mounted
on a spinning carrousel (fast scan) whose axis performs a translational motion (slow
scan).

Ion implantation is the most important method for introducing dopants into semi-
conductors. The main advantages are the controllability of the ion dose, the flexibility
in tailoring the spatial distribution of the implanted dopants, the high reproducibility,
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Fig. 5.14. Cross section of an n-channel MOSFET showing various doped regions. For
a p-channel MOSFET n and p dopings are interchanged

and the simple masking techniques. These features are essential for semiconductor
device fabrication.

In the following we demonstrate the versatility of ion implantation using a cross
section through a MOSFET, the workhorse of integrated circuit technology
(Fig. 5.14). In a MOSFET, a conductive path (channel) between the source and drain
is generated by applying a gate voltage that exceeds a threshold which depends on
the doping in the channel region. Channel implants were the first widespread appli-
cation of ion implantation in semiconductor manufacturing because of the superior
controllability of the resulting dopant concentration compared to the older diffusion
technique or doping during epitaxial growth.

A second important application of ion implantation in MOSFET fabrication is
the doping of the source and drain (SD) regions. These regions must be highly doped
in order to keep the series resistance of the device low. At the same time, proper
operation of the MOSFET requires the doping to be shallow compared to the channel
length. Therefore, high-dose low-energy implants are required for SD doping. In
practice two implants are used, a particularly shallow one reaching slightly under
the gate oxide (source/drain extension, SDE) and another one further away under the
contact areas. Doping of the poly-Si gate is either done together or in a similar step
as the SD implant.

In order to reduce the space charge region around the p-n junction of the SDE,
additional “halo” implants of the opposite type of the SDE are used. These implants
are often done with a large tilt angle (20◦–45◦) and the gate as a mask. The well
doping deeper in the bulk (cf. Fig. 5.14) has to be higher than the channel doping
(“retrograde well”) in order to avoid an unwanted conductive path between source
and drain (punchthrough) and to isolate adjacent devices from each other. Usually
multiple implants are used to optimize the well profile with respect to the electrical
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characteristics of the MOSFET. Neither the flexibility in controlling the lateral exten-
sion of dopant distributions under mask edges nor the flexibility in tailoring vertical
dopant profiles are provided by the diffusion technique.

Another advantage of ion implantation is the availability of almost all atoms as
implant species. The most common dopants in silicon technology are B, P and As.
Ge implants are commonly used to amorphize the target prior to SD implants. This
allows to avoid ion channeling along low-index crystallographic axes and planes, and
to activate the dopants to concentrations beyond solid solubility during solid phase
epitaxial regrowth. C, F, or N ions are sometimes co-implanted with B to reduce its
diffusion. The more compact profiles of Sb and In implants may be beneficial, if
the lower solid solubility of these elements in Si does not matter. B, N, and Al are
used as dopants in SiC, and Be, C, and Si in GaAs. Apart from doping, high-dose
H implants are used for layer transfer in the production of silicon-on-insulator (SOI)
material [48].

In 2004 the most advanced MOSFETs had physical channel lengths of 45 nm
and SDE junction depths of 25 nm [49]. Such shallow junctions require implant en-
ergies in the keV and sub-keV range. Development of ultra-low energy implanters
that deliver the required high doses in economical times was a major challenge in
the 1990s. The basic problem in a high-current low-energy implanter is to reduce the
space charge in the ion beam, since the space charge is proportional to the current
density and inversely proportional to the ion velocity. High space charge and high as-
sociated electrostatic potentials are not tolerable in advanced MOSFET processing,
since gate oxides approach thickness of 1 nm [49], and breakdown voltages exceed
1 V only slightly. Furthermore, excessive space charge leads to beam blow-up and
constitutes a serious problem for beam transport. A divergent beam is also not de-
sirable at the wafer because of its smearing effect on lateral dopant profiles at mask
edges. In particular, SDE are required to be as abrupt as possible laterally to reduce
the series resistance of the MOSFET.

The most important technique to reduce space charge is electron flood. Collisions
with the residual gas atoms and secondary electron emission from the target provide
natural sources of electrons in proportion to local beam current density. Further beam
neutralization can be provided by either secondary electron flood (SEF) or plasma
electron flood (PEF). In SEF, primary electrons with energies of a few hundred eV
are directed to a target located close to the ion beam. Secondary electrons with about
10 eV are emitted from the target and trapped by the ion beam, thus reducing its
electrostatic potential. In PEF, electrons are extracted from a discharge maintained
in an arc chamber located close to the beam path. Additional neutralizing electrons
come from beam-induced ionization of plasma gas bled into the beamline. It is also
possible to pass the beam directly through the plasma [50]. Electrons extracted from
PEF are usually less energetic than electrons from SEF, and therefore have a lower
tendency of negative charging of the wafer.

In addition to electron flood, several other techniques are used to reduce space
charge effects [50, 51]: Increase of the beam diameter reduces the current density
for a given current and thus the space charge. It challenges, however, the design of
the analysis magnet. A shorter beamline reduces the effect of space charge since the
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electrostatic forces have less time to operate on the ions. Furthermore, the beam may
be extracted with a higher voltage and decelerated at the end of the beamline by a
voltage of opposite sign (Fig. 5.13b). The beam then travels most of the distance
at higher velocity and therefore with lower space charge. Deceleration, however, has
several problems that have to be dealt with. It tends to defocus the beam which results
in degraded transmission to the wafer and increased beam divergence. Moreover,
ions neutralized upstream of deceleration do not experience the electric field and are
implanted at the higher extraction energy. They therefore cause energy contamination
of the beam. They also escape the dose control system and may lead to unintended
dose shifts. Possible measures to reduce the fraction of neutrals are to improve the
vacuum or to add a final analysis magnet.

The effects of space charge are also reduced by the use of heavier ions, as the de-
flection at given speed and force decreases with ion mass. BF2 molecular ions have
traditionally been used for this reason. Also As2, P2, and B10H14 have been experi-
mented with. Compared with BF2 they have the additional advantage that 2 and 10
dopants, respectively, are implanted per (singly charged) ion. Using molecular ions,
however, makes only sense if they are delivered by the ion source at rates comparable
to atomic ions.

Another problem in high-current ion implantation is wafer heating [41]. Implant
equipment vendors usually have to guarantee a rise in temperature of less than 80 K,
since photoresist begins to flow, crack, or otherwise deteriorate around 100◦C. More-
over, target amorphization becomes more difficult at elevated temperatures, so higher
doses are required for amorphization, and also more residual defects remain after re-
crystallization. There are two ways for reducing wafer heating: First, the wafer may
be cooled from the backside. The bottleneck here is the contact between the wafer
and wafer pad, which normally is limited to a very small area due to surface rough-
ness. The thermal gap between the wafer and pad may be bridged by a gas, which
requires measures against bleeding into the vacuum, or by an elastomer that yields
under pressure and conforms to the microscopic structure of the wafer. The pressure
may be provided by clamping or, in a batch implanter, by centrifugal forces. The
second way to reduce wafer heating is to distribute the power among several wafers,
which is a major advantage of batch implanters (Fig. 5.13b).

Dose control is another important issue [41]. As has been mentioned, the thresh-
old voltage of a MOSFET is very sensitive to the channel-implant dose. Excellent
dose uniformity across the wafer and repeatability from wafer to wafer are necessary
to achieve well-defined device characteristics. Industrial implanters usually have a
closed-loop feedback system that measures the beam current and controls the scan-
ning system in order to compensate changes in the beam current by scan speed. The
current is measured by a Faraday cup that either encloses the wafer or, in a batch
system, is arranged to be hit by the beam between the passage of the rotating wafers.
The most common source of dose errors is charge exchange between the ions and the
molecules of the residual gas, most prominently neutralization of the ions. Depend-
ing on the design of the beamline, neutral particles may be implanted into the wafer,
but are not measured by the dosimetry system. In advanced dose control systems,
the measured dose is corrected for charge exchanges depending on the residual gas
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pressure, using semi-empirical formulae. The enhanced pressure may result from the
electron flood system or from outgassing of photoresist.

The relevance of implant angle control [52] increases with device scaling be-
cause of increasing aspect ratios. The vertical dimension, e.g. of the gate stack,
decreases less from generation to generation than the gate length. Shadowing ef-
fects therefore become more important, and variations in implant angle translate into
larger variations in the doping distributions. Moreover, more thought has to be given
to ion channeling. Ion channeling is usually considered as an adverse effect and
is thus avoided, as small variations in incidence angle cause large changes in the
dopant profiles. While at higher energies channeling is possible along many crys-
tallographic axes and planes with relatively small critical angles, at low energies
channeling is possible only along a few axes and planes, however, with large critical
angles [43]. The traditional approach of using 7◦ tilt angle between the ion incidence
direction and wafer normal can no longer be adopted universally since, in addition to
a tendency towards smaller implant energies, there is also demand for lower implant
angles to avoid shadowing and for higher implant angles to reach under the mask
such as in halo implants (cf. Fig. 5.14). Major sources of implant angle variation,
apart from electrostatic scanning in old implant tools, are imperfections in tuning
the beamline, geometric effects in batch implanters, and crystal cut errors of the
wafers.

Bombardment of solids with energetic ion beams causes sputtering which leads
to wafer contamination during ion implantation [41]. Sputtered atoms originate from
beamline components, uncovered areas of the process disk and materials on the sur-
face of the implanted wafers. Since sputtered atoms have low energy, they can be
found on the surface of the wafers. Elimination of most of these contaminants is pos-
sible by screen oxides grown on the wafers prior to ion implantation and removed
before annealing. Contamination with energetic particles may occur with ions that
have a magnetic rigidity close to that of the dopant ions and may thus be trans-
mitted through the analysis magnet. Examples are the contamination of a 49BF+

2
beam with 98Mo++ ions from the ion source chamber and the contamination of a
31P+ beam with 31BHF+ ions from a previous BF2 implant. The projected range
of energetic contaminants is comparable to the range of the dopant ions and can-
not effectively be suppressed by screen oxides. A careful optimization of implant
conditions is necessary to keep energetic contamination below the tolerable limits.
The energy contamination of ion beams in implanters with a deceleration stage men-
tioned above also leads to an unintended energetic implant, but with the same ion
species.

The application of high-energy ion implantation (1–3 MeV) in CMOS fabrica-
tion has strongly increased in the 1990s [41, 50, 53]. The deepest implants of the
vertically modulated and retrograde well structure mentioned above were done at
MeV energies. The necessary energies, however, are shrinking today due to device
miniaturization. A new, potential application of high-energy ion implantation is the
formation of highly doped buried layers 2–4 μm beneath the silicon surface. Such
buried layers can greatly enhance device performance on bulk substrates and can
replace or are even superior to epitaxial silicon substrates. Highly doped silicon sub-
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strates with epi layers are used because they offer latch-up suppression, low defect
densities in the silicon and gate oxide, and gettering of impurity atoms. All these ben-
efits are obtained with properly engineered implanted buried layers at a lower cost.
Additionally, the end-of-range damage getters also defects induced by subsequent
implants, reducing leakage currents.

Commercial high-energy implanters employ either an RF linear accelerator to
obtain the high energies or use the DC tandetron principle. In a tandetron the DC
acceleration voltage is used twice. First, negative ions produced in the ion source are
accelerated. Then electrons are stripped away in a gas stripper resulting in positively
(single or double) charged ions which are then accelerated by the same voltage again.
A linear accelerator consists of an alternating series of high-voltage RF electrodes
and grounded quadrupole focusing lenses. The ion beam is accelerated in phase with
the RF voltage in each stage, resulting in final energies up to 20 times higher than
the maximum acceleration voltage in the beamline.

5.3.4 Future Aspects

The evolution of beamline ion implantation and annealing will continue for the fore-
seeable future. For example, there is a need for developing ion implanters that can
implant high doses at large tilt angles. In addition, several concepts such as the use
of molecular ions to form ultra-shallow junctions or the application of MeV im-
plants to produce deep gettering layers have to prove their feasibility in a production
environment. The International Technology Roadmap for Semiconductors [49] also
mentions plasma-immersion ion implantation (PIII) as an alternative approach for
ultra-shallow junction formation. This technique makes use of ions that are accel-
erated by a high voltage pulse from a plasma which surrounds the workpiece to be
treated [54]. The main advantage of PIII is the high current and thus short processing
time achievable, its main drawback is that everything in the plasma is implanted into
the wafer.

It should be mentioned that the conventional MOSFET, as shown in Fig. 5.14,
will reach its scaling limit in the foreseeable future. Alternative devices, such as
fully-depleted SOI MOSFETs, might be introduced for high-speed applications as
soon as 2008 [49]. These devices do not need channel doping, and the SD doping
may reach into the buried oxide layers, thus releasing ion implantation from some of
its challenges. However, they still need lateral abruptness in the SD doping profiles.
Ion implantation is therefore expected to continue to be an innovative key technology
for semiconductor device manufacturing.

5.4 High Power Ion Beams

5.4.1 Historical Development

The development of intense pulsed ion beams has been stimulated to a large extend
by their potential application as a driver for inertial confinement fusion
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(ICF) [55, 56]. Research in this field intensified at the end 1970s when it had be-
come obvious that intense pulsed electron beams were an inappropriate driver for
ICF mainly because of their long range in matter and because the bremsstrahlung
created during interaction with the target material preheats the fuel inside the fu-
sion pellet and thus prevents compression to high densities. At the same time it was
found that electron beam pinch diodes which had been developed for the production
of intense electron beams were also capable of delivering intense ion beams with ef-
ficiencies around 50% [57]. At the Cornell University Humphries and Sudan showed
both experimentally and theoretically that the ion beam production efficiency of vac-
uum diodes could be further increased by insulating the diode accelerating gap with
magnetic fields supplied by external coils [58, 59]. These findings were the starting
point for more than 20 years of intensive research in collective ion beam physics.

5.4.2 Introduction

Intense light ion beams are promising tools in matter research [60], inertial fusion
energy (IFE) [61], and radiation (Boron Neutron Capture) therapy [62]. They can
provide a technically simple, cost effective path to deliver high specific power den-
sities (several 100 TW/g) to condensed matter. The key element of this approach is
an accelerator consisting of two stages, the injector-diode and the post-accelerator
diode, both operating at power densities around several 10 GW/cm2 and at electric
fields around several MV/cm, both values being two orders of magnitude higher than
in conventional accelerators. In this concept the accelerator is empowered from a
repetitive multi-Terawatt, multi-Megavolt pulse generator. The high energy linear in-
duction accelerator (HELIA) approach [63] is considered to be the most attractive
concept [64] for this generator.

The most extreme requirements result from driver development for IFE: Ulti-
mately each light ion driver module should be able to deliver an ion beam with atomic
masses greater than 4, particle energies greater than 30 MeV, and pulse energies of
more than 500 kJ at power levels greater than 10 TW. Consequently, a beam with
1000 cm2 cross-section must be extracted from the accelerator if the power density
in the accelerating gap is limited to less than 10 GW/cm2. To focus the beam to power
densities of more than 10 TW/cm2, a spatial convergence of more than 1000 is re-
quired. In addition, depending on the beam transport scheme, only a small divergence
is tolerable.

Here we shall discuss the recent progress that has been achieved in our under-
standing of diode accelerator gaps, in the development of suitable ion sources, and
in beam transport.

5.4.3 Accelerator Physics

To a certain extent it seems possible to break-up the light-ion accelerator develop-
ment into three parts: the ion source, the injector gap and the post-accelerator gap.
Although there is an interaction between the gap physics and the ion and electron
source plasmas, much of the accelerator gap physics is determined by the high power
densities in the gap.
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Injector Gap

So far most investigations have concentrated on the injector diode gap, and here we
shall summarize the results [65–71]. The injector consists of a massive anode and a
hollow cathode separated by a few mm. A high power multi-megavolt pulse is ap-
plied to the diode gap for a duration of up to several 10 ns. Prior to the application
of the voltage pulse, an ion source must have been prepared on the anode surface.
In most concepts this is a pulsed plasma layer simultaneously produced with the
accelerating pulse. Due to the large electric fields in the diode gap, electron field
emission with plasma formation occurs instantaneously also on the cathode. There-
fore, a strong magnetic field perpendicular to the electric field is necessary to prevent
the electrons from reaching the anode and consuming most of the driver pulse en-
ergy.

Many aspects of the accelerating gap physics can be studied independently from
the specific ion source if this source is homogenous and does not expand too fast
across the magnetic field lines. Much of the gap physics is, however, dominated by
electrons streaming into the diode along the magnetic field lines and forming an
electron sheath and a virtual cathode. Initially this electron sheath is quite thin and
drifts in the E × B direction. A fluid instability, known as the “diocotron“ [72],
spreads the electrons across the diode gap within a few nanoseconds. If the sheath
comes close to the anode, the high frequency diocotron instability, whose effect on
beam divergence is small, is replaced by the lower frequency ion mode instability
whose frequency is roughly equal to the inverse of the ion transit time in the gap [73]
and therefore has a drastic effect on beam divergence.

The occurrence of instabilities and the spreading of the electron sheath over the
entire gap has a strong impact on diode operation. Since ion current density in high
power diodes in general is space charge limited, space charge compensation coming
along with the distributed electron sheath leads to ion current enhancement much
above the Child–Langmuir value. This in turn creates a stronger diamagnetic effect
of the electrons drifting in the E × B direction and results in a movement of the
virtual cathode towards the anode. Since the magnetic flux is conserved, the rising
magnetic pressure will finally stop it, and a new equilibrium will be achieved [74].

Fig. 5.15. Scheme of a two-stage ion diode. The insulating magnetic field in the accelerating
gaps is established by 6 field coils supplied by capacitor banks. The beam transport sections
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Fig. 5.16. Diode voltage Vd, ion current Iion, and electron density Ne at a position of 3 mm
from the anode surface. Also shown is the electron density Necalc derived from Vd and Iion
using an analytic model for the saturated (constant density) electron distribution

However, if the increasing diamagnetic field can penetrate into the electrode plas-
mas, the strength of magnetic insulation in the diode gap is reduced and a further
degradation of the diode impedance occurs. All of these conclusions have first been
drawn from analytic modelling and three-dimensional fully relativistic, electromag-
netic, particle-in-cell code simulations [74, 75] for rather simplified geometries. To
check these predictions experimentally, new sophisticated diagnostics had to be de-
veloped [60, 76–78]. Measurements with these tools clearly confirmed the theoretical
findings. Using a very sensitive and robust dispersion interferometer, even the elec-
tron density distribution in the diode gap could be measured with high space- and
time-resolution (0.5 mm, 1 ns) [79].

Figure 5.16 demonstrates the excellent agreement between the measured electron
densities and those predicted by an analytic diode model [69].

By these investigations, a rather consistent understanding of the accelerating gap
physics has been achieved which confirms the description of diode operation outlined
above.

Post-accelerator Gap

The present experience with magnetically-insulated single-stage ion diodes suggests
that the operational stability is necessary, and the required low beam divergence can
only be achieved with multi-stage acceleration. Also, the goal to accelerate light
ions with 30 MV can only be reached in a multi-stage configuration, since very large
insulating magnetic fields would be required for single-stage acceleration. However,
due to the rapidly increasing complexity, it seems unlikely that more than two stages
can be realized. Because of the strong beam self-fields space charge neutralisation is
necessary between stages. For that purpose the inter-stage drift section must be filled
with a gas or plasma and separated from the high vacuum required in the accelerating
gaps.

The expectation for reduced beam divergence is based on the observation that
the frequency of the ion mode depends on the ion transit time which is different for
each gap. Thus the effects of instability do not add coherently from stage to stage,
and the ion divergence should decrease. Simulations with the PIC-code Quicksilver
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Fig. 5.17. Critical voltages V2∗ and V2∗∗ in the post-acceleration gap as a function of the in-
jected ion energy W , normalized to the critical voltage Vc for magnetic insulation (from [80])

have confirmed that for sufficiently low beam current densities, ion divergence can
be reduced significantly by post-acceleration [80].

Only very few preliminary two-stage experiments have been carried out [81–83],
most of them at very low power and low voltage. Nevertheless, these experiments
showed a strong reduction of beam divergence.

Some of the results that were obtained for the injector gap can certainly be ex-
tended to the post-accelerating gap. Since the electric fields in this gap will be of
similar magnitude, a virtual cathode will be formed too, and it is very likely that the
post-accelerating gap will also be filled entirely with electron space charge. Never-
theless, there are certain differences between the post-accelerator and the injector
that need additional considerations. It has been found [84] that, like in the single-
stage case, a limiting voltage V2∗ exists – depending on the injected ion energy W
and the strength of magnetic insulation B – above which unlimited current density
can penetrate the stage without the formation of a virtual anode. A virtual anode can
be useful, however, to suppress the acceleration of ions from plasmas that form at the
injection side of the stage. It is well known from the fixed gap monopolar problem
of beam injection that above a maximum current density j2(V2), penetrating the gap,
instabilities occur that prevent further transfer of current through the gap [85]. Such a
limiting current also exists for the bipolar case with movable virtual cathodes. How-
ever, this limitation does only appear below a second limiting voltage V2∗∗ which
is unique to the multi-stage theory and depends on W and B. If the electron sheath
fills the entire post-acceleration gap, then V2∗∗ = 0. As seen from Fig. 5.17, if the
suppression of unwanted ions from the injection side of the second stage would be re-
quired, saturated behaviour would limit the final beam energy to only slightly higher
than the critical insulating voltage Vc determined by the magnetic insulation strength.
On the other hand, if a virtual anode cannot be established, we must tolerate a certain
fraction of unwanted ions extracted from the anode side of the post-accelerator. For-
tunately, steady state calculations of the ion current extracted from the injection side
of the second stage show that a small fraction leads already to a significant increase
of V2∗ [86].

From this discussion of the peculiarities of post-acceleration it is obvious that
detailed experimental investigations of the second stage are necessary. Especially
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time and space resolved electric and magnetic field measurements are needed to
identify the mode of operation and to probe the existence of a virtual anode. Of
course, of greatest interest is the degree of divergence reduction and the operational
stability that can be attained.

Ion Source

The lack of an adequate pre-formed ion source has greatly hampered progress in the
development of a light ion beam driver during the last decade. Although the pre-
formed proton source used in experiments on the KALIF-facility is acceptable for
studying the physical phenomena of accelerating gaps, it is inappropriate for accel-
erating voltages of 30 MV. The pitfalls of ion source development can be attributed
to the following circumstances:

• The ion source must homogeneously emit a current density around 1 kA/cm2 for
a duration of 50 ns, i.e. supply ≈1015 ions/cm2 over an area of several hundred
cm2 on the anode surface. 1015 ions/cm2 are equivalent to a few atomic mono-
layers.

• The source should smoothly conform to the desired anode shape. This may need
a conducting surface in the vicinity if the source is a plasma.

• It must not expand into the accelerating gap by more than a small fraction of the
dynamic gap (5–10 mm).

• It must be prepared to emit when the voltage pulse appears in the diode.
• It should emit a single ion species.
• It should scale to repetition rates of a few Hz and to lifetimes of 108 pulses. For

the intermediate terms of development, a single-shot source meeting the above
requirements would be adequate to assess the properties of diode operation and
beam transport.

All electrode surfaces, including the active source area, will be covered with a few
monolayers of contaminants [87, 88]. The main adsorbates are H2, H2O, CO, CO2,
and various compositions of CnHm with binding energies on relevant electrode sur-
faces in the range of 0.4–1.8 eV [87]. In addition, more tightly bound oxides (1.7–
3.5 eV) may exist on the surface. Various cleaning techniques (heating, RF glow-
discharge) have been applied to remove the contaminants. However, at the typical
base pressure conditions of 10−3–10−2 Pa in large scale pulsed power systems the
recontamination rate can be as high as a few monolayers per second. Cleaning can
therefore only be successful if the base pressure in the vacuum chamber is reduced
below 10−3 Pa.

If adsorbates will be present on electrode surfaces in the vicinity of a high power
diode, they will eventually be released due to electrons diffusing to the anode side
or due to stray ions hitting the cathode surface [89]. It has been pointed out that in
the environment of a high power diode, the thermal desorption becomes much more
important than the stimulated desorption [88].

Two types of ion sources must be distinguished at this point: field emission and
space charge limited emission sources. Field emission threshold sources, like the
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LiF-source investigated at Sandia [88], are inherently more susceptible to the release
of gaseous adsorbates from the surface. If the desorbed gas layers develop into a
plasma, a zero work function emitter begins to compete with the field emitter and
rapidly predominates the beam composition. This behaviour has been observed on
PBFA II and SABRE and was termed the parasitic load problem. While initially
Li-ions are the most abundant species, later in the pulse C, O, and H prevail.

In case of a space charge limited active (plasma) source, like the TiH-source
used on KALIF [90], surface contaminants are mixed into the source plasma at its
creation. Since hydrogen has the largest mobility, it tends to dominate at the plasma
edge. Therefore, very little C, O, Ti, etc. was observed in the extracted beam.

5.4.4 Beam Transport

Efficient transport of intense ion beams (light and heavy) is necessary for ion-driven
inertial fusion energy. It has been stated earlier that the most preferable transport
mode would be self-pinched transport (SPT). To realize SPT, sufficiently large beam
net currents are necessary to confine the beam by its self magnetic field. For a long
time ion beam SPT was considered to be impossible because of the rapid ion beam
induced gas ionisation that would prevent the establishing of sufficiently high net
currents. However, recent numerical simulations [91–93] and a pioneering experi-
ment at the Naval Research Lab. (NRL) [94] suggest that ion beam SPT should be
possible in a certain window of gas pressures.

References

[1] R. Bird, J. Williams, Ion Beams for Materials Analysis (Academic, New York, 2003)
[2] CEA, Sunnyvale/CAL. http://www.cea.com/tech.htm#rbs1 (2003)
[3] Charles Evans & Associates, Sunnyvale/CA. http://www.cea.com/tech.htm
[4] Harvard University, Materials Res. Ctr., Cambridge/MA. http://www.mrsec.harvard.edu/

default.html (2003)
[5] Proton microprobe, University of Oxford, Oxford, OX1 2JD, UK
[6] CSIRO, Canberra/Australia. http://www.nmp.csiro.au/
[7] Harvard University, Cambridge/MA. http://www.mrsec.harvard.edu/cams/cams.html
[8] University of Oxford, Laboratory of Molecular Biophysics, Oxford/UK. http://biop.ox.

ac.uk/www/top.html
[9] High Voltage Engineering B.V., Amersfoort/The Netherlands. http://www.highvolteng.

com/ (2003)
[10] National Electrostatic Corp., Middleton/WI. http://www.pelletron.com/index.html

(2003)
[11] A. Benninghoven, F.G. Rüdenauer, H.W. Werner, Secondary Ion Mass Spectrometry

(Wiley, New York, 1987)
[12] CAMECA S.A., Courbevoie/France. http://www.cameca.fr/html/simstechnique.html

(2003)
[13] H.A. Storms, K.F. Brown, J.D. Stein, Anal. Chem. 49, 2023 (1977)
[14] R. Levi-Setti, Y.L. Wang, B. Crow, J. de Phys. 45(C9), 197 (1984)



260 F. Rüdenauer et al.

[15] F.G. Rüdenauer, W. Steiger, Concepts, applications and limits of 3D SIMS, in Proc. 11th
Int. Congr. on X-Ray Optics and Microanalysis, ed. by J.D., Brown, R.H., Packwood,
Univ. W. Ontario, London, 1987, pp. 210–217

[16] CAMECA S.A., Courbevoie/France. http://www.cameca.fr/index.html (2003)
[17] Physical Electronics Corp., Eden Prairie/MI. http://www.phi.com/genf.asp?ID=296

(2003)
[18] ION TOF GmbH, Münster/Germany. http://www.ion-tof.com/index.html (2003)
[19] Physical Electronics, Eden Prairie/MN. http://www.phi.com/ (2003)
[20] Surface Science Western, London/Ontario/Canada. http://www.uwo.ca/ssw/services/

tofsimsfiles/tofmonel.html (2003)
[21] FEI Company, Hillsboro, OR (2003)
[22] C. Tuniz, J.R. Bird, D. Fink, G.F. Herzog, Accelerator Mass Spectrometry: Ultrasensitive

Analysis for Global Science (CRC, Boca Raton, 1998)
[23] G. Tamborini, D.L. Donohue, F.G. Rüdenauer, M. Betti, Evaluation of practical sensi-

tivity and useful ion yield for uranium detection by secondary ion mass spectrometry, J.
Anal. At. Spectrom. 19, 1–7 (2004)

[24] F.G. Rüdenauer, SIMS in space, in Secondary Ion Mass Spectrometry SIMS IX, ed. by
A. Benninghoven, Y. Nihei, R. Shimizu (Wiley, Chichester 1995), pp. 901–905

[25] E. Zinner, Interstellar cloud material in meteorites, in Meteorites and the Early Solar
System, ed. by J.F. Kerridge, M.S. Matthews (University of Arizona Press, Tucson, 1988),
pp. 956–983

[26] J.W. Rabalais, Principles and Applications of Ion Scattering Spectrometry (Wiley, New
York, 2002)

[27] B.B. Calipso, TU Eindhoven, Eindhoven, NL. http://www.calipso.nl/ (2003)
[28] J. Orloff, L.W. Swanson, Study of a field-ionization source for microprobe application,

J. Vac. Sci. Tech. 12(6) (1975)
[29] J. Melngailis, J. Vac. Sci. Technol. B 5, 469 (1987)
[30] J. Orloff, M. Utlaut, L. Swanson, High Resolution Focused Ion Beams: FIB and its Ap-

plications (Kluwer Academic/Plenum, New York, 2003)
[31] L.R. Harriott, J. Vac. Sci. Technol. B 11, 2012 (1993)
[32] H.W.P. Koops, R. Weiel, D.P. Kern, T.H. Baum, J. Vac. Sci. Technol. B 6(1), 477 (1988)
[33] K. Edinger, T. Kraus, J. Vac. Sci. Technol. B 18, 3190 (2000)
[34] T. Hoshino, M. Kawamori, T. Suzuki, S. Matsui, K. Mabuchi, J. Vac. Sci. Technol. B 22,

3158 (2004)
[35] S. Matsui, et al., J. Vac. Sci. Technol. B 21, 2732–2736 (2003)
[36] S. Matsui, et al., J. Vac. Sci. Technol. B 18, 3181–3184 (2000)
[37] L. Niewoehner, H.W.J. Wenz, Applications of focused ion beam systems in gunshot

residue investigation, J. Forensic Sci. 44(1), 105–109 (1999)
[38] W. Shockley, Forming semiconductor devices by ionic bombardment, U.S. Patent

2,787,564 (1957)
[39] J. Lindhard, M. Scharff, H.E. Schiøtt, Range concepts and heavy ion ranges, Mat.-Fys.

Medd. Dan. Vid. Selsk. 33(14) (1963)
[40] M.T. Robinson, O.S. Oen, The channelling of energetic atoms in crystal lattices, Appl.

Phys. Lett. 2, 30–32 (1963)
[41] R.B. Simonton, W. Class, Y. Erokhin, M. Mack, L. Rubin, Ion implantation, in Hand-

book of Semiconductor Manufacturing Technology, ed. by Y. Nishi, R. Doering (Marcel
Dekker, New York, Basel, 2000), pp. 105–147

[42] J.F. Ziegler, J.P. Biersack, U. Littmark, The Stopping and Range of Ions in Solids (Perg-
amon, New York, 1985)



5 Ion Beam Devices for Material Processing and Analysis 261

[43] G. Hobler, Critical angles and low-energy limits to ion channeling in silicon, Radiat. Eff.
Def. Sol. 139, 21–85 (1996)

[44] K.M. Klein, C. Park, S.-H. Yang, A.F. Tasch, Accurate and efficient two-dimensional
modeling of boron implantation into single-crystal silicon, in IEDM Techn. Dig. IEEE
(1991), pp. 697–700

[45] J.F. Ziegler, http://www.srim.org
[46] G. Hobler, Monte Carlo simulation of two-dimensional dopant distributions at mask

edges, Nucl. Instrum. Meth. B 96, 155–162 (1995)
[47] M. Posselt, B. Schmidt, T. Feudel, N. Strecker, Atomistic simulation of ion implantation

and its application in Si technology, Mater. Sci. Eng. B 71, 128–136 (2000)
[48] G.K. Celler, S. Cristoloveanu, Frontiers of silicon-on-insulator, J. Appl. Phys. 93, 4955–

4978 (2003)
[49] International Technology Roadmap for Semiconductors. http://public.itrs.net/ (2003)
[50] D.W. Duff, L.M. Rubin, Ion implant equipment challenges for 0.18 μm and beyond, Sol.

State Technol. (June issue) (1998)
[51] M. Graf, T. Parrill, Low-energy ion implantation meets productivity challenges, Semi-

cond. Intl. (April issue) (2004)
[52] L. Rubin, Angle control in high-current ion implanters, Sol. State Technol. (Oct. issue)

(2002)
[53] L. Rubin, W. Morris, High-energy implanters and applications take off, Semicond. Intl.

(April issue) (1997)
[54] A. Anders (ed.), Handbook of Plasma Immersion Ion Implantation and Deposition

(Wiley, New York, 2000)
[55] Papers in: International Topical Conference on Electron Beam Research and Technology,

ed. by G. Yonas, Albuquerque, N.M., SAND76-5122 (1975)
[56] Papers in: 2nd International Topical Conference on High Power Electron and Ion Beam

Research and Technology, ed. by J.A. Nation, R.N. Sudan, Cornell University, Ithaca,
N.Y. (1977)

[57] S.A. Goldstein, R. Lee, The ion induced pinch and enhancement of ion current by pinched
electron and ion flow in relativistic diodes, Phys. Rev. Lett. 35, 1079–1082 (1975)

[58] S. Humpries, Intense pulsed ion beams for fusion applications, Nucl. Fusion 20, 1549–
1612 (1980)

[59] R.N. Sudan, R.V. Lovelace, Generation of intense ion beams in pulsed diodes, Phys. Rev.
Lett. 31, 1174–1177 (1973)

[60] G.I. Kanel, K. Baumung, H. Bluhm, V.E. Fortov, Possible applications of the ion beams
technique for investigations in the field of equation of state, Nucl. Instrum. Methods A
415, 509–516 (1988)

[61] J.P. VanDevender, H. Bluhm, Light ion accelerators for ICF, in Nuclear Fusion by Inertial
Confinement, ed. by G. Velarde, Y. Ronen, J.M. Martinez-Val (CRC, Boca Raton, Ann
Arbor, London, Tokyo, 1993)

[62] H. Bluhm, P. Hoppé, Perspectives of high power pulse generators for the boron neu-
tron capture therapy (BNCT) of tumors, in 12th IEEE Int. Pulsed Power Conf., ed. by
C. Stallings, H. Kirbie, Monterey, USA, 1999, pp. 502–505

[63] J.J. Ramirez, The four stage HELIA experiment, in 5th IEEE Pulsed Power Conf., ed. by.
P.J. Turchi, M.F. Rose, Arlington, Virginia, USA, pp. 143–146

[64] G.A. Moses, G.L. Kulcinski, D. Bruggink, R. Engelstad, E. Lovell, J. McFarlane, Z.
Musicki, R. Petersen, I. Stanislavsky, L. Wittenberg, G. Kessler, U. Von Möllendorff,
E. Stein, I. Smith, P. Corcoran, H. Nichimoto, J. Fockler, D. Cook, R. Olson, Overview
of the LIBRA light ion beam fusion conceptual design, Fusion Technol. 15, 756–765
(1989)



262 F. Rüdenauer et al.

[65] J.E. Bailey, A.B. Filuk, A.L. Carson, D.J. Johnson, P. Lake, E.J. McGuire, T.A. Mehlhorn,
T.D. Pointon, T.J. Renk, W.A. Stygar, Measurements of acceleration gap dynamics in a
20-TW applied-magnetic-field ion diode, Phys. Rev. Lett. 74, 1771–1774 (1995)

[66] T.A. Mehlhorn, J.E. Bailey, G.A. Chandler, R.S. Coats, M.E. Cuneo, M.S. Der-
zon, M.P. Desjarlais, R.J. Dukart, A.B. Filuk, T.A. Haill, H.C. Ives, D.J. Johnson,
R.J. Leeper, T.R. Lockner, C.W. Mendel, P.R. Menge, L.P. Mix, A.R. Moats, W.B. Moore,
T.D. Pointon, J.W. Poukey, J.P. Quintenz, S.E. Rosenthal, D. Rovang, C.L. Ruiz,
S.A. Slutz, W.A. Stygar, D.F. Wenger, Progress in lithium beam power, divergence, and
intensity at Sandia National Laboratories, in 10th Int. Conf. on High Power Particle
Beams, San Diego, USA, ed. by W. Rix, R. White (NTIS, Springfield, 1994), pp. 53–
60

[67] D.L. Hanson, M.E. Cuneo, P.F. McKay, J.E. Maenchen, R.S. Coats, J.W. Poukey, S.E.
Rosenthal, W.E. Fowler, D.F. Wenger, M.A. Bernard, J.R. Chavez, W.F. Stearns, Oper-
ation of a high impedance applied-B extraction ion diode on the sabre positive polarity
linear induction accelerator, in 9th Int. Conf. High Power Particle Beams, Washington
DC, USA, ed. by D. Mosher, G. Cooperstein (NTIS, Springfield, 1994), pp. 781–787

[68] J.B. Greenly, R.K. Appartaim, J.C. Olson, L. Brisette, Extraction ion diode studies for
optimised performance: divergence, ion species and parasitic load, in 10th Int. Conf. on
High Power Particle Beams, San Diego, USA, ed. by W. Rix, R. White (NTIS, Spring-
field, 1994), pp. 398–401

[69] J.B. Greenly, R.K. Appartaim, J.C. Olson, Anode plasma dynamics in an extraction
applied-B ion diode: effects on divergence, ion species and parasitic load, in 10th
Int. Conf. High Power Particle Beams, Prague, Czech Republic, ed. by K. Jungwirth,
J. Ullschmied (Tiskárna “K” Ltd., Prague, 1996), pp. 111–114

[70] H. Bluhm, P. Hoppé, H. Laqua, D. Rusch, Production and investigation of TW Proton
beams from a annular diode using strong radial magnetic insulation fields and a pre-
formed anode plasma source, Proc. IEEE 80, 995–1009 (1992)

[71] V. Licht, H. Bluhm, P. Hoppé, S.J. Yoo, Time dependent field and particle density mea-
surements in the acceleration gap of a high power ion diode, in 12th Int. Conf. High
Power Particle Beams, Haifa, Israel, 1998, ed. by M. Markovits, J. Shiloh, pp. 203–207

[72] O. Buneman, R.H. Levy, L.M. Linson, Stability of crossed-field electron beams, J. Appl.
Phys. 37, 3203–3222 (1966)

[73] R.W. Lemke, S.A. Slutz, A full mode set electromagnetical stability analysis of magnet-
ically insulated ion diodes, Phys. Plasmas 2, 549 (1995)

[74] M.P. Desjarlais, Theory of applied-B ion diodes, Phys. Fluids B 1, 1709–1720 (1989)
[75] J.P. Quintenz, D.B. Seidel, M.L. Kiefer, T.D. Pointon, R.S. Coats, S.E. Rosenthal,

T.A. Mehlhorn, M.P. Desjarlais, N.A. Krall, Simulation codes for light-ion diode model-
ing, Laser Part. Beams 12, 283–324 (1994)

[76] H. Bluhm, P. Hoppé, H. Bachmann, W. Bauer, K. Baumung, L. Buth, H. Laqua, A. Lud-
mirski, D. Rusch, O. Stoltz, S. Yoo, Stability and operating characteristics of the applied
B proton extraction diode on KALIF, in 10th Int. Conf. High Power Particle Beams, San
Diego, USA, ed. by W. Rix, R. White (NTIS, Springfield, 1994), pp. 77–82

[77] Y. Maron, E. Sarid, E. Nahshoni, O. Zahavi, Time-dependent spectroscopic observation
of the magnetic field in a high-power-diode plasma, Phys. Rev. A 39, 5856–5862 (1989)

[78] S. Yoo, Spektroskopische Messungen im Anodenplasma einer fremdmagnetisch
isolierten Hochleistungs-Ionendiode, Ph.D. thesis, University Karlsruhe, FZKA 5976,
1997

[79] V. Licht, H. Bluhm, A sensitive dispersion interferometer with high temporal resolution
for electron density measurements, Rev. Sci. Instrum. 71, 2710–2015 (2000)



5 Ion Beam Devices for Material Processing and Analysis 263

[80] S.A. Slutz, J.W. Poukey, T.D. Pointon, Simulations of magnetically insulated multistage
ion diodes, Phys. Plasmas 1(6), 2072–2081 (1994)

[81] T. Lockner, S. Slutz, D.J. Johnson, M. Desjarlais, J. Poukey, Results of the first 2-stage
diode experiments on PBFAII, in 10th Intl. Conf. on High Power Particle Beams, San
Diego, USA, ed. by W. Rix, R. White (NTIS, Springfield, 1994), pp. 61–64

[82] S. Miyamoto, K. Yasuike, K. Imasaki, C. Yamanaka, S. Nakai, Intense light ion beam
divergence in single and two-stage diode, in 15th Int. Symp. on Discharges and Electri-
cal Insulation in Vacuum, Darmstadt, Germany, ed. by D. König (VDE-Verlag, Berlin,
Offenbach, 1992), pp. 711–715

[83] T.R. Lockner, S. Slutz, J.W. Poukey, W.A. Stygar, Theoretical and experimental studies
of the 2-stage ion diode, in 9th IEEE Int. Pulsed Power Conf., Albuquerque, USA, 1993,
ed. by K. Prestwich, W. Baker, pp. 714–717

[84] S.A. Slutz, M.P. Desjarlais, Theory of multistage intense ion beam acceleration, J. Appl.
Phys. 67(11), 6705–6717 (1990)

[85] C.K. Birdsall, W.B. Bridges, Space-charge instabilities in electron diodes and plasma
converters, J. Appl. Phys. 32(12), 2611 (1961)

[86] S.A. Slutz, Ion emission from anode foils during multistage acceleration of intense ion
beams, Phys. Fluids B 5(1), 209–215 (1993)

[87] M.E. Cuneo, The effect of electrode contamination, cleaning and conditioning on high-
energy pulsed-power device performance, IEEE Trans. Dielectr. Electr. Insulat. 6(4),
469–485 (1999)

[88] M.E. Cuneo, P.R. Menge, D.L. Hanson, W.E. Fowler, M.E. Bernard, G.R. Ziska,
A.B. Filuk, T.D. Pointon, R.A. Vesey, D.R. Welch, J.E. Bailey, M.P. Desjarlais, T.R.
Lockner, T.A. Mehlhorn, S.A. Slutz, M.A. Stark, Results of vacuum cleaning techniques
on the performance of LiF field-threshold ion sources on extraction applied-B ion diodes
at 1-10 TW, IEEE Trans. Plasma Sci. 25(2), 229–251 (1997)

[89] R.A. Vesey, T.D. Pointon, M.E. Cuneo, T.A. Mehlhorn, J.E. Bailey, D.J. Johnson,
W.A. Stygar, Electron-anode interactions in particle-in-cell simulations of applied-B ion
diodes, Phys. Plasmas 6(8), 3369–3387 (1999)

[90] H. Laqua, H. Bluhm, L. Buth, P. Hoppé, Properties of the nonquilibrium plasma from
a pulsed sliding discharge in a hydrogen gas layer desorbed from a metal hydride film,
J. Appl. Phys. 77(11), 5545–5552 (1995)

[91] D.R. Welch, M.E. Cuneo, C.L. Olson, T.A. Mehlhorn, Gas breakdown effects in the gen-
eration and transport of light ion beams for fusion, Phys. Plasmas 3, 2113–2121 (1996)

[92] D.R. Welch, C.L. Olson, Self-pinched transport for ion-driven inertial confinement fu-
sion, Fusion Eng. Des. 32-33, 477–483 (1996)

[93] D.V. Rose, P.F. Ottinger, D.R. Welch, B.V. Oliver, C.L. Olson, Numerical simulations of
self-pinched transport of intense ion beams in low-pressure gases, Phys. Plasmas 6(10),
4094–4103 (1999)

[94] P.F. Ottinger, F.C. Young, S.J. Stephanakis, D.V. Rose, J.M. Neri, B.V. Weber,
M.C. Myers, D. Hinshelwood, D. Mosher, C.L. Olson, D.R. Welch, Self-pinched trans-
port of an intense proton beam, Phys. Plasmas 7(1), 346–358 (2000)



6

Ion Propulsion Systems

H. Bassner, R. Killinger, J. Mitterauer, F. Rüdenauer, N. Koch, and G. Kornfeld

6.1 Electrostatic Ion Thrusters and RF-Ion Thruster RIT1

6.1.1 Introduction

Electrostatic ion thrusters in general produce a plasma in the gaseous propellant en-
closed in a discharge vessel by collision of electrons and neutral atoms. The energy
of electrons is adjusted to produce mainly single charged ions. A part of the ions is
extracted from the discharge chamber and accelerated to the beam velocity by a grid
system at the end of the discharge vessel which consists of 2 or more grids, each grid
on a different voltage potential. The grids contain a great number of holes, which
form extraction channels. Ion beamlets are generated in each channel which result in
the total ion beam.

The propellant during the first steps of the development of these thrusters was
mercury, which was vaporised for ionisation. Due to erosion and degeneration prob-
lems with different spacecraft materials currently the noble gas xenon is used, but
other gasses are also possible.

There exist two different methods for the ionisation of the propellant in the dis-
charge vessel:

• Electron Bombardment Ionisation Principle. Electrons are generated in the dis-
charge vessel by a hollow cathode close to the gas inlet. A part of the propellant
flows through the cathode and allows the generation of a high electron current.
An isolated anode on a defined potential inside the discharge vessel close to the
grids forces the electrons to fly through the propellant and generate a plasma.
Magnets outside the discharge vessel form a magnetic field which increase the
length of the electron trajectories to the anode to a spiralic shape and increase the
ionisation efficiency.
Thrusters using this ionisation principle are developed, manufactured and used
in space by USA, Japan and Europe [1].

1 Please refer to H. Bassner, R. Killinger.
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• Radiofrequency Ionisation Principle. A plasma is generated inside a discharge
chamber by electrons, which are accelerated in an RF-field. The discharge cham-
ber is surrounded by an RF-coil, which is connected to an RF-generator. To start
the discharge, electrons from the neutraliser tip are drawn into the discharge
chamber for a few seconds. As the discharge is ignited, it is self-sustaining.
Thrusters using this ionisation principle were invented by Prof. Horst Loeb at the
University of Giessen and industrially developed by EADS in Germany. A survey
of the activities in Giessen and at EADS will be given below.

6.1.2 Historical Development of RIT

Radiofrequency ion thrusters (RIT), invented by Prof. Loeb at the University of
Giessen in Germany, are under development at EADS Space Transportation (pre-
viously MBB, Dasa and Astrium).

Based on the work which was performed at the University of Giessen since 1962,
the space section of Messerschmitt–Bölkow–Blohm (MBB) started to develop ion
thrusters in 1970 in close cooperation with Giessen for the application in space.

RIT thrusters have been built and tested at discharge chamber diameters between
4 and 35 cm for thrust levels of 0.1 to 250 mN. The RIT thrusters can be operated
under stable conditions in a wide range of mass flow (50 to 95% of mass efficiency)
and beam voltage (800 to 2000 V).

At a constant thrust level, the operational conditions can be optimised for low
input power (= low specific impulse) or for high specific impulse (= high input
power). Specific impulses – defined as thrust divided by mass flow – between 5000
and 30 000 Ns/kg can be achieved at a specific power input between 24 to 40 W/mN.
The highest specific impulse already demonstrated is 65 000 Ns/kg with growth mar-
gin [2].

6.1.3 Electrophysical Fundamentals

In a RIT, like in most ion thrusters, the noble gas xenon is used as propellant. The
xenon atoms are ionised by collision with electrons, which are accelerated by an
RF-field, inside a discharge vessel. The RF-field is connected to the inner of the
electrically non-conductive discharge vessel by a coil. Figure 6.1 shows the operating
principle of a RIT.

The xenon ions are transported by a pressure gradient to the acceleration grid
system at the thruster’s exit. In the grid system the ions are accelerated by an electro-
static field which is generated by different voltages applied to a 2- or 3-grid system.

In order to avoid a charging of the spacecraft by the positive ion current, an equal
current of electrons has to be produced. These electrons are generated by a hollow-
cathode neutraliser and, in addition, are necessary to ignite the RF-discharge at the
beginning of each operation cycle.
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Fig. 6.1. Operating principle of an RF-ion thruster RIT

6.1.4 Present State-of-the-Art and Applications of RIT

Ion sources, using an RF-field for propellant ionisation and an electrostatic field for
ion acceleration, can be used for different applications on ground and in space:

On ground fast ions are used for different applications [3]:

• surface treatment like polishing of equipment with special requirements;
• generation of thin layers of metal on surfaces by sputtering;
• implantation of ions in material surfaces;
• general material processing;
• fusion plasma heating.

For the applications on ground it is sufficient that the ion source is developed for
small to medium lifetime only, compared to space applications. However, the change
of life limiting components must be easy to perform. The equipment for operation of
the ion source can be standard electronic and mechanical equipment with limited re-
quirements on efficiency, lifetime, resistance against environmental conditions, mass
and size.

RIT ion sources for ground applications have been mainly developed by the
1. Physical Institute of the University of Giessen in co-operation with special manu-
facturers for ground equipment.

A wide field of application of ion sources can be found in space, where the ac-
celerated ions are used for the production of thrust with very high exhaust velocities.
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In spite of the rather low thrust level, the thrusters can be used for nearly all tasks of
orbit propulsion, like:

• attitude- and orbit control of satellites;
• orbit transfer of satellites (change of inclination angle, orbit raising, removal of

satellites from their operational orbit at the end of their lifetime);
• air drag compensation of satellites flying at low attitude;
• main propulsion of interplanetary spacecraft.

The very high exhaust velocity of the ions from the ion source results in a specific
impulse which is more than 10 times higher than that of chemical thrusters. This
reduces the propellant mass necessary for a special mission by the same amount.
The advantage is reduced by the mass of the complete electric propulsion system.
Therefore, the advantages of ion propulsion pay off best for missions with high total
impulse requirements, e.g. long operation time.

In the case of interplanetary spacecraft propulsion, in addition a reduction of
mission time can be achieved, because time consuming fly-by maneuvres can be
avoided. Moreover, this allows mission planners to be much more flexible to select
launch dates. The development effort for these electric propulsion systems is rather
high, because special care must be taken on the efficiency, reliability and lifetime of
the system.

6.1.5 Applications of RIT Thrusters

RIT 10 Testflight on EURECA

After 20 years of detailed development of the thruster and the equipment necessary
for thruster operation, a possibility for a test was offered by ESA as an experiment
on the EUropean REtrievable CArrier (EURECA). As one of the 16 experiments on
this platform, RITA (RIT Assembly) should be operated in an orbit of about 500 km
height during one year mission time. The challenge of this project was the very lim-
ited budget and the necessity of a fully automatic operation of the experiment due to
the limited ground contact time [4].

The complete hardware of this experiment except the neutraliser (developed and
built by Thales, previously AEG in Ulm) has been developed and manufactured
at EADS-ST in Ottobrunn. Figure 6.2 shows the complete experiment equipment
mounted on one equipment support panel of the EURECA platform, which was
launched in July 1992.

According to the power level available, the thruster has been operated in space at
thrust levels between 5 and 10 mN for about 240 hours. The experience showed that
the RITA system operated at performance values similar to those obtained during
tests on ground. In addition, no effects on the satellite’s electronic system or on the
telecommunication were discovered.

The retrieval of the EURECA platform with all the experiments to earth by the
space shuttle in July 1993 gave us the possibility to investigate the experiment in
detail.
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Fig. 6.2. RIT experiment equipment on EURECA

RIT 10 Application to ARTEMIS

ARTEMIS (Advanced Relay and Technology MISsion) is a geo-stationary telecom-
munication satellite developed and manufactured by Alenia Spazio, as the prime
contractor, for the European Space Agency ESA. ARTEMIS is a three axis stabilised
satellite with a launch mass of 3100 kg [5].

The main purpose of ARTEMIS is to promote advanced telecommunication tech-
nologies. In addition, the satellite was selected to demonstrate the advantages of ion
propulsion for station keeping as a responsible subsystem for the total mission time
of 10 years. The task of the electric propulsion system on ARTEMIS is to provide
thrust for compensation of disturbances in North/South direction. This can be done
by thrusting in one node only in North- or in South-direction or in both nodes. If the
thrust is inclined with respect to the N/S-axis, thrusting in both nodes is necessary to
compensate for the component outside the N/S-axis.

In case of ARTEMIS, 4 thrusters are mounted on the edges of the satellite, as
shown in Fig. 6.3. Two RIT thrusters (RF-ionisation principle, developed by EADS-
Germany) and 2 EIT (electron bombardment ion thrusters, developed by EADS-UK)
are installed to take full advantage of redundancies in thruster technology and in
number of thrusters. ARTEMIS was launched on July 21, 2001 from Kourou. Due to
a malfunction of the ARIANE 5 upper stage, during the early phase of the 2nd stage
operation, the satellite was exposed to higher vibration loads than expected, and the
satellite was injected into a too low orbit (see Table 6.1).
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Fig. 6.3. Electric propulsion system on ARTEMIS

Table 6.1. ARTEMIS transfer orbit data

Perigee Apogee Inclination
Orbit achieved 592 km 17 529 km 0◦
Orbit required 858 km 35 853 km 0.8◦

The satellite, although launched with a bi-propellant surplus of 200 kg, using
the bipropellant system only would not be able to reach GEO and go into service.
Immediately after the initial orbit was determined the ARTEMIS team decided to
bring the satellite to its operational orbit by the available resources of chemical and
electrical propulsion with the goal to allow 5 years mission time on station.

The rescue mission did consist of the following steps:

• Lift the perigee above the van Allen belts to avoid a decrease of the solar ar-
ray power by radiation. The 400 N chemical engine has been operated during
5 successive perigee passes.

• Circularize the orbit at an altitude of 31 000 km by 3 apogee boost maneuvers
using the 400 N engine.
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Table 6.2. Performance of the ion thrusters during the ARTEMIS mission

RITA 1 RITA 2 EITA 1 EITA 2
Total Ontime 1147 h 6427 h 182 h 521 h
Xenon consumption 2.1 kg 12.1 kg 0.5 kg 1.4 kg

• Raising the orbit by the ion propulsion from 31 000 km to its operational orbit of
36 000 km and compensation of the inclination failure.

The experience gained during the ARTEMIS orbit raising [6] shows the value of
such a flexible propulsion architecture using bi-propellant and high specific impulse
ion propulsion, which allows reacting even on nearly mission catastrophic launcher
failures. After about 10 months of continuous ion thruster operation ARTEMIS has
reached its final position on January 30, 2003. The following table summarizes the
actual performance of the ion thrusters during the ARTEMIS mission (see Table 6.2).

RITA 2 within about one year needed for orbit raising, although operated well
outside its original specifications, demonstrated an operation time comparable to
more than 7 years of nominal mission for orbit control. Finally, the RITA system
proved to be a well-performing and reliable candidate offering a maximum perfor-
mance for future low mass and moderate power satellites.

6.1.6 Future Aspects

RIT for Commercial Applications

Ion thrusters can be used to decrease the launch mass or to increase the payload of a
satellite due to the high specific impulse with respect to chemical thrusters. Different
applications will have different requirements for the ion thrusters [3]:

• Orbit Raising or Orbit Topping. A satellite, launched into a transfer orbit by the
launcher, can be brought into the final orbit by ion propulsion. This shall be done
as fast as possible because commercial aspects require an early start of satellite
operation. Therefore, high thrust levels should be used. As during this phase no
power is needed for the payload, most of the installed solar array power can be
used for it as demonstrated on the Boeing 702 satellite. Current requirements are
for each ion thruster: Thrust >200 mN, Isp <35 000 Ns/kg, Power Input as low
as possible.

• Orbit Control, Mainly North-South Station-keeping. High specific impulse will
save much mass. Current requirements are for each ion thruster: Thrust > 100 mN,
Isp > 40 000 Ns/kg.

The orbit control requirement can be satisfied by a smaller thruster at higher beam
voltage and lower beam current or with a larger thruster operating in low power
mode, if one type of thruster will be able to satisfy both requirements. Based on the
experience gained during the development activities on RIT-EVO [7] and on ESA-
XX [8], EADS-ST is developing the RF-ion thruster RIT-22 since three years.
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The thruster has been operated up to now between 15 and 240 mN at beam volt-
ages between 900 and 2300 V. This thruster meets perfectly the requirements for
orbit control of geostationary satellites.

RIT for Interplanetary Missions

One of the interplanetary missions upcoming within Europe is the ESA-cornerstone
BepiColombo, a mission to the planet Mercury. Two spacecrafts are currently plan-
ned to be launched by separate launchers, one will go to a Mercury orbit, the other
one will carry a landing vehicle. Both spacecrafts will use a gravity assistance of the
Moon and Venus to decrease the propulsion requirements. A solar electric propulsion
module will be used for the interplanetary cruise on both spacecrafts to decrease the
launch mass and the mission time [3].

The requirements on the electric propulsion system are:

• Thrust level per thruster 170–200 mN
• Number of thrusters installed 3
• Specific impulse >45 000 Ns/kg at the beginning of life
• Power @ 170 mN 6000 W
• Total impulse to be provided 8 × 106 Ns

The RIT-22 thruster, currently under development for commercial applications, is a
candidate for this mission, which is scheduled for 2009 or later.

6.2 Field Emission Electric Propulsion (FEEP)2

6.2.1 Historical Development

The first field emission device which has been considered for application in space
propulsion was a liquid metal droplet sprayer, developed by Krohn [9] in the 1960s
at Ramo – Wooldridge Research Labs (USA), using Wood’s metal as a charge ma-
terial. This project, however, was abandoned, also because “unfortunately, . . . large
numbers of ions are produced along with the droplets”. However, it was just this
ionic component with its extremely high specific impulse which later fostered devel-
opment of field ion thrusters.

When the European Space Agency (ESA) started its own development program
on electric space propulsion in 1968, the first activities were devoted to the explo-
ration of a colloid thruster, and the idea of using linear emitter geometries instead
of capillary or annular-shaped electrodes was advanced. This development was also
based on experiments on the emission of cesium ions from capillary tubes [10].

At the European Space Research and Technology Centre (ESTEC), a field emis-
sion or field effect electric propulsion (FEEP) system based on the liquid metal ion

2 Please refer to J. Mitterauer, F. Rüdenauer.
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source (LMIS) principle with cesium as the propellant has been progressively devel-
oped and evolved from a single-pin emitter, through linear arrays of stacked needles
to the presently favored slit emitter module [11].

Experimental investigations of the mechanism of ion formation in the ion emit-
ting region were performed at the Culham Laboratory (United Kingdom) [12] and
at the Vienna University of Technology (Austria) [13, 14]. The cesium development
was finally transferred to Centrospazio S.A. at Pisa (Italy) [15].

However, the use of condensable liquid metal propellants such as cesium has
caused reluctance on the part of potential users because of their concern about space-
craft contamination and launch-safety issues. Therefore, as early as 1978, ESTEC
had been aware of these complications and awarded two research contracts to the
Fulmer Research Laboratories Ltd., UK, in order to identify alternative liquid metal
propellants to cesium [16, 17].

Nevertheless, for a long time cesium was considered by ESTEC as the most fa-
vored propellant for FEEP. However, in 1997 ESTEC awarded a contract to the Aus-
trian ARC research GmbH (ARCS) for the development of an ultraprecise indium
thruster for use in low thrust FEEP systems [18]. Obviously, ESTEC had been aware
of the highly successful 6-year flight of the spacecraft potential control instrument
on the Japanese GEOTAIL satellite, which has been developed by ARCS on the base
of an indium LMIS [19], and earlier successful tests of indium LMIS on the MIR
[20] space station.

6.2.2 Electrophysical Fundamentals

The ion emission mechanism in a FEEP thruster is identical to that utilised in liquid
metal ion sources (LMIS). Such devices are applied as high brightness primary ion
sources in SIMS (see Sect. 5.1) and in focused ion beam micromachining devices
(FIB) for microelectronics device fabrication [21]. A liquid metal surface, usually
adhering to a solid metal support structure, is exposed to a strong electrostatic field
(Fig. 6.6). Under the combined action of this field and of surface tension the liq-
uid metal surface deforms and, depending on the geometry of the support structure
(single needle or capillary, capillary slit, pool, see Fig. 6.4), assumes an equilibrium
configuration consisting of a single or of multiple conical structures, the Taylor cones
(apex angle 98.6 deg). At the apices of these cones (diameter < 10−8 m), the field is
high enough (109–1010 V/m), so that ions can be field-evaporated directly from the
liquid without the transitional vapour phase which is common in the technology of
other ion source types. Ions emitted from the apices are replenished through hydro-
dynamic flow from a liquid metal reservoir, so that a continuous ion beam is emitted
from each cone. Flow of the metal to the tip introduces additional hydrodynamic
forces, so that the actual geometry of the emission sites is that of a Taylor cone elon-
gated at the apex in the shape of a jet with a tip width of a few nanometers only [22].
The reaction force to the electrostatic acceleration force acting onto the beam ions
constitutes the thrust acting onto the ion emitter device in the opposite beam direc-
tion.



274 H. Bassner et al.

Fig. 6.4. Schematic diagram of different types of liquid metal ion sources [23]: a pin or needle
type; b tube or capillary type; c elongated slit type. Left: shape of the liquid metal tip without
electric field. Right: distortion of the liquid metal tip by an electric field due to a positive
emitter potential +UE and a negative accelerator potential −UACC versus common ground

6.2.3 Present State-of-the-Art and Applications

Field emission electric propulsion (FEEP) thrusters belong to a different class of
ion propulsion devices, the microthrusters with a thrust capability ranging from the
μN to the low mN range. Accordingly, these devices are not thought to be used
as the main engine of a spacecraft but rather for high precision attitude control in
the newly emerging microspacecraft technology with its severe constraints in mass
(100 kg–1 kg), dimension (1 m–0.1 m) and power (100 W–1 W). The new class of
“fundamental physics” space missions [24], in particular require ultrahigh precision
attitude control. Goals of these missions are the detection of low frequency gravity
waves (LISA [25]), the test of Einstein’s equivalence principle with unprecedented
accuracy (MICROSCOPE [26]), verification of various aspects in general relativity
(HYPER [27]) or the assembly of spaceborne interference telescopes for ultraprecise
astrometry (GAIA [28]) and detection of earth-like planets (DARWIN [29], TPF). In
order to achieve these goals, completely dragfree experimental platforms, often on
multiple spacecraft formations, must be realised with orientation and mutual distance
accuracy of down to μarcsec and 50 pm, respectively. For the control and stabilisa-
tion of such platforms, thrusters with a thrust range of 1–100 μN, a control accuracy
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of ≈0.1 μN and a thrust noise of <0.1 μN/Hz1/2 (in the 0.1 Hz frequency band) are
required.

At present, these requirements are thought to be achievable with FEEPs only.
FEEP, however, still must be considered experimental devices at an advanced stage of
development. Many of the necessary requirements have already been demonstrated
in the laboratory, but essential features, in particular lifetime and spacecraft contami-
nation, still have to be verified. The first two fundamental physics missions which al-
ready have placed contracts for supply of FEEP dragfree control are MICROSCOPE
(to Centrospazio) and GOCE (to ARC research).

The actual state of FEEP thruster technology for micropropulsion is character-
ized by a competition between two concepts. On the one side, the slit emitter devel-
oped at the European Space Research and Technology Center ESTEC (The Nether-
lands) [11] and at Centrospazio (Italy) [30] is a semi-miniaturized liquid metal ion
source (LMIS) with cesium as the propellant, but without any space qualification.
On the other side, the space proven single needle or capillary microthrusters and
charge compensating devices developed at the ARC research [31] with indium as the
propellant.

The FEEP linear array slit emitter depicted in Fig. 6.5 represents an ultimate
development in precision mechanics, demonstrated by a value of about 10−6 m for
both the slit width and the round-off radius of the emitter slit edges [11]. Typical
data for the emitter–accelerator geometry are as follows: a = 0.6 cm, 2b = 4 mm,
d = 5 mm, and w = 1.2 μm. Until now, emitter modules with a slit length of 1,
3, 5, and 8 cm have been produced. Homogeneous high current ion emission from
a micron-sized slit has been demonstrated successfully, allowing the occurrence of
a linear series of equally spaced emitting sites with a distance of less than 10 μm at
a maximum linear current density of more than 5 mA/cm and a (calculated) thrust
of about 880 μN/cm for a voltage drop of 15 kV between the emitter and accelerator
electrode [23]. Ion onset linear emission current density is about 10 μA/cm for a
voltage of 7.5 kV; the corresponding thrust is about 1 μN/cm. So far, the slit emitter
device has only tested in the laboratory.

A different approach has been chosen by ARC research at Seibersdorf (Aus-
tria) [32]. Here, a single tungsten needle with a tip radius of ≈2 μm is wetted by
liquid indium metal. When the needle is put on a potential of ≈ +5 kV with respect
to an extraction electrode, a single Taylor cone is forming at the needle tip, emit-
ting ion currents between 1 μA (5.5 kV) and 1 mA (9 kV), corresponding to a thrust
range between 0.1 μN and 100 μN (see Fig. 6.6). The emission is stable, thrust noise
is of the order of 0.1 μN/Hz1/2 at 0.1 Hz and 20 μA emission, increasing with thrust,
thrust controllability is < 0.1 μN [33].

Indium has been chosen as the charge material because it is the lowest melting
pure element which is not liquid at elevated ambient temperature and because of
its reduced chemical reactivity and lower oxidation speed with respect to cesium.
Although maximum specified thrust is lower for the In than for the Cs device, indium
metal is much easier to handle than cesium. Total power consumption of the device
is ≈2.5 W (secondary) at 25 μN. A complete system consisting of thrusters, electron
neutraliser and miniaturised electronics has been set up, and charge neutralisation
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Fig. 6.5. Sectional view of the emitter-accelerator electrode configuration of a cesium slit
emitter [23]: a = emitter–accelerator spacing, 2b = accelerator aperture, d = emitter slit
depth, w = emitter slit width

Fig. 6.6. Liquid metal ion source of the single needle type, schematic

has been demonstrated. Lifetime tests are underway, 5000 h continuous operation
at a realistic thrust profile with 35 μN peak thrust has already been achieved [34]
(Fig. 6.7). Long term stability and zero gravity operability of the ARC device has
been proven in a number of successful space missions, where it has been flown,
at reduced emission levels, as charge control device for satellites [35, 36], and as
primary focused beam source for materials analysis in space [37, 38].

6.2.4 Future Aspects

The experience gained so far from long duration lifetime tests under realistic oper-
ating conditions suggest that the following issues are relevant for the development
of highly reliable FEEP systems: (a) internal contamination by ion beam sputtering
and deposition; (b) shielding of satellite from ion plume; (c) stability of wetting of
emitter needles or slits. At least the first two problems could be greatly reduced by
seriously reducing emission of metal droplets or neutral atom component. The safest
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Fig. 6.7. ARC research indium FEEP cluster in endurance test

known method to achieve this is the reduction of emission current per emission site.
For a given thrust and total emission current this requirement is equivalent to in-
creasing the number of individual emission sites. This leads to the concept of an ion
emitter array, which most sensibly could be produced using modern microfabrication
techniques.

Within the new technical fields that have come to be known as vacuum microelec-
tronics and microelectromechanical system (MEMS) based technology, microfabri-
cation techniques have been developed to produce micrometre-sized cones, wedges,
microvolcanos, and also linear and two-dimensional arrays of these microstructures
as field emission electron and ion sources [39].

The concept of MEMS-based micropropulsion was first introduced in 1991 in
the form of a proposed microfabricated FEEP thruster based on field emitter array
(FEA) technology [40]. The purpose of that design study was to decrease further the
mass and size of FEEP thrusters and to take advantage of the fact that critical thruster
components, such as the emitter slit, were already sized in the micrometre range even
for conventional designs.

In principle, any FEEP system requires an electron source as a neutralizer in order
to prevent (or to control) spacecraft charging. Hollow cathodes and thermionic cath-
odes have traditionally been used as neutralizers; for miniaturized thrusters a more
efficient technology should be compatible [41]. The miniaturization of a neutralizer
requires a highly efficient electron source of low power demand, preferentially a field
emitter source. Undefinable vacuum conditions in space exclude classical field emit-
ter arrays (FEA’s) to a certain extent and encourage carbon nanotube (CNT) emitters.
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Just a decade ago, the miniaturization of a FEEP liquid metal ion thruster seem-
ingly was dominated by the selection of suitable fabrication methods related either
to vacuum microelectronics or to MEMS technology; as the liquid metal propellant,
cesium was unquestioned.

In the meantime, the introduction of the alternative propellant indium has opened
new perspectives, and the competition between the two elementary liquid metals
above all is dominated by reliability issues [42].

For the future, the realization of any miniaturization will be governed by two
basic aspects [43]: on one side, the optimization of the microstructure of liquid
metal ion sources, and on the other side, the optimization of the liquid metal pro-
pellant itself. The first aspect relies on metal or semiconductor physics and on mi-
cro/nanotechnology; the second one embraces an exact tailoring of liquid metal al-
loys or compounds with prospective features superior to those of elementary metals.

6.3 Hall Effect Thrusters3

6.3.1 Introduction

Hall effect thrusters (HETs) are gridless plasma devices which generate thrust by
emitting propellant ions [44]. The HET discharge is sustained by means of crossed
electric and magnetic fields such that ions are successively produced and accelerated.
Since ion extraction occurs from a space charge neutralized plasma, no extracting
grids are needed, and high thrust densities are obtained. HETs offer a compact and
robust design and provide specific impulses which are a factor of 5 to 10 higher than
those of chemical thrusters at reasonably low electric input powers.

HET concepts were first developed in the 1960s in the United States and Ger-
many, and in the Soviet Union [45]. Due to initially poor efficiency values, the west-
ern world focused on the development of grid ion thrusters, whereas Russian re-
searchers and engineers continued to gradually improve the HET concept. The high-
est technical readiness level has been achieved with the so-called stationary plasma
thrusters developed under the leadership of A. Morozov with thrust ranges from a
few tens of miliNewtons to several Newtons.

From 1972 onwards, HET based electric propulsion systems have been applied
in numerous satellite and space probe missions in the former USSR, and since the
1990s, HET development has been re-initiated in the US, Europe and Japan [46, 47].
Amongst European HET development activities, the most intense program has been
conducted by French space agency CNES [48].

In summary, during more than 40 years of continuous development and 30 years
of flight experience in space with more than 150 HETs flown or still in flight, HETs
have accumulated the largest and most successful flight heritage amongst all ion
propulsion devices.

In this section the operational concept and characteristics of HETs are presented
and examples of HET applications in space missions are given.

3 Please refer to N. Koch.
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Fig. 6.8. Schematic cross-sectional view of a coaxial Hall effect thruster of SPT-type

6.3.2 Operational Concept and Characteristics

Basic Phenomena

A schematic cross-sectional view of a coaxial HET is given in Fig. 6.8. Typically,
HETs employ a ring-shaped anode through which gaseous or evaporated propellant is
injected into a coaxial discharge chamber. Two different types of HETs are available,
which differ by the material of the discharge channel: stationary plasma thrusters
(SPTs) use a dielectric channel as indicated in Fig. 6.8, whereas thrusters with anode
layer (TALs) have an electrical conducting channel with the anode positioned closer
to the thruster exit.4 HETs employ a radial magnetic field across the exit-sided end of

4 Due to their exclusive use in space missions, the description of the HET operational prin-
ciple will be restricted to coaxially shaped SPTs.
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the discharge channel, which is provided by means of an inner magnet coil, several
outer magnet coils distributed azimuthally symmetric along the circumference. An
iron yoke with magnetic poles accounts for the appropriate field shape.

Electrons, usually emitted by a hollow-cathode neutralizer placed at the thruster
exit, drift towards the anode energized by the axial electrical field, which is induced
by the voltage drop between anode and cathode. Electron drift is impeded by the
perpendicularly oriented radial magnetic field along which the electrons fulfill a spi-
ral motion with a Larmor radius being small compared to the width of the discharge
channel.5 In addition, the crossed electric and magnetic fields induce a strong az-
imuthal electron drift which results in an azimuthal Hall current. HETs are named in
accordance to this type of Hall effect.6 Electrons colliding with the discharge chan-
nel walls are either attached or reflected, or induce secondary electron emission. Wall
interaction, collisions with neutral propellant atoms and ions, Bohm diffusion and lo-
cal electric field fluctuations enhance electron mobility towards the anode across the
perpendicular magnetic field.

The intense Hall current and the effectively long dwell time of energetic elec-
trons in the E × B zone results in a high ionization rate of propellant atoms such that
a dense plasma is generated. In addition, due to the high electron impedance induced
by the magnetic field, a strong electric field is built up which accelerates the propel-
lant ions created in the plasma towards the thruster exit. It is important to note, that
the propellant ions are practically not affected by the magnetic field because of their
high mass, which is a factor of about 105 higher than the electron mass.

The emitted ion beam is neutralized by an equal electron current from the hollow-
cathode neutralizer to avoid charging up of the spacecraft.

Discharge Characteristics

The typical evolution of characteristic plasma parameters along the discharge chan-
nel axis of a SPT-type HET is shown in Fig. 6.9 taken from [49].7 As a consequence
of the ionization process at a given magnetic field topology, the electric potential
first drops linearly and then decreases steeply towards the thruster exit. This re-
sults in a strong increase of the electric field. The charged particle density – electron
density equals ion density because of the charge neutrality requirement of the dis-
charge – rises due to continuous propellant ionization and becomes maximal towards
the thruster exit. Simultaneously the neutral gas density approaches zero, i.e. most
of the propellant atoms are ionized. At that point, the steep rise in electric field leads
to an enhanced ion acceleration, so that the ion density decreases despite a constant
ion current. Since electrons are trapped in the magnetic field, the drop in ion density

5 At typical magnetic field levels, the electron Larmor radius is in the range of some tenths
of millimeter, whereas the channel width is in the centimeter range.

6 Due to the strong azimuthal electron drift, HETs are also referred to as closed-drift
thrusters.

7 The presented graphs stem from a numerical simulation and approach qualitatively and to
a large extent also quantitatively experimental data.
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Fig. 6.9. Simulation of the axial discharge profile taken from [49]. The graphs from up left to
bottom right show the axial evolution of the electric potential V and electric field E, charged
particle density n, neutral gas density na, ionization rate density S, electron temperature ε and
radial magnetic field amplitude B, respectively. Position 0 denotes the discharge sided anode
plane, whilst at 4 cm the thruster exit is located. The discharge is operated at 300 V and a
xenon propellant mass flow of 5 mg/s

is compensated by a rise in electron temperature to maintain space-charge neutrality.
The ionization rate density evolves accordingly, since it is proportional to the product
of charged particle density and neutral gas density.

Ion Beam Characteristics

HET ion beam characteristics are strongly related to the discharge process. In the
photograph of Fig. 6.10 [50], a typical appearance of a HET exhaust plasma plume
is shown.

The intense xenon discharge appears as a bright zone, whereas the fade light
emission surrounding the plume arises from ion beam interaction with the residual
gas in the vacuum test chamber. On top, the plasma bridge emitted by the hollow-
cathode neutralizer is visible.

Since the subsequent processes of propellant ionization and ion acceleration are
linked in a self-consistent manner, both energy and trajectory of an individual ion
strongly depends on the location of its production. Typically, the polar angle distri-
bution of the ion current density profile measured in the far field of the thruster is
nearly Gaussian with a maximum on axis, and an ion beam spread that reaches up to
90◦ [51–54]. As a consequence, HETs exhibit divergence angles8 of up to 45◦. As
an example, the polar angle distribution of the ion beam current density is shown in
Fig. 6.11, taken from [54].

The typical evolution of the ion beam energy distribution is shown in Fig. 6.12
for a D-55 TAL-type HET operated at an anode voltage of 300 V [55]. A sharp peak
centered at about 20 eV below anode potential (40 eV in case the thruster is operated
in floating mode with neutralized ion beam) is observed with a flat shoulder in the

8 Beam divergence denotes the polar angle range into which 95% of the total ion beam cur-
rent is emitted.
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Fig. 6.10. Photograph of the exhaust plume of a PPS R© 1350 HET, taken from [50]

Fig. 6.11. Polar angle distribution of the ion beam current density of a P5 HET operated at a
anode voltage and current of 500 V and 10 A, respectively (taken from [54])

Fig. 6.12. Ion beam energy distribution of a D-55 TAL-type HET operated at an anode voltage
of 300 V, taken from [55]
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range of lower energies down to 130 eV. Energy levels observed above anode poten-
tial are due to multiple charged ions undergoing charge exchange collisions beyond
the thruster exhaust.

Plasma Oscillations and Discharge Stability

HET discharges have complex oscillation and noise characteristics over a wide fre-
quency spectrum [56–61]. These oscillations can result in plasma instabilities up to
plasma extinction, hardware damage of thruster power supplies and periphery due
to excessive discharge current fluctuations and a significant reduction in thruster ef-
ficiency. Thruster oscillations are related to space variation of the ionization front
and to electron transport phenomena. Consequently, thruster stability is strongly in-
fluenced by discharge voltage and magnetic field topology, propellant inlet scheme,
discharge channel geometry and the appropriate choice of the channel wall mater-
ial. An example for spontaneous discharge current oscillations in a SPT-100 HET is
given in Fig. 6.13, taken from [58].

Discharge Channel Erosion

HET magnetic field topology results in a electron impingement on the discharge
channel wall towards the thruster exhaust. Consequently, a negative sheath potential
builds up, and the impact of the resulting radial electric field on ion trajectories leads
to ion impingement at the discharge channel exit. Since sputter yields of typically
used channel materials are significant for ion energies in the range of several 100 eV
[62], the discharge channel is eroded with time. This imposes the main life time
limitation to HETs. An example of the radial erosion profile of the inner discharge
channel wall as a function of the axial position is shown in Fig. 6.14, taken from [63].

Fig. 6.13. Example for spontaneous discharge current oscillations observed at a SPT-100 HET
taken from [58]
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Fig. 6.14. Axial erosion profile of the discharge channel inner wall of a KM-100 SPT after
25 h of operation at 300 V discharge voltage, taken from [63]. The right side of the abscissa
denotes the thruster exit, one unit equals 0.1 mm, the y-axis denotes the radial profile in units
of 1 mm

After 25 hours of thruster operation at a discharge voltage of 300 V, 0.2 mm of wall
material are eroded at the exit, and an erosion depth of 5.5 mm is predicted for 1000 h
of operation.

Discharge channel erosion is influenced by the applied discharge voltage, mag-
netic field topology, discharge channel material, surface properties, temperature and
plasma oscillations.

Thruster Operational Parameters and Efficiency

HETs are typically operated at moderate discharge voltages around 300 V to provide
reasonable specific impulses on the order of 1500 s at a moderate power consumption
of about 17 W/mN. The entire operational envelope encloses discharge voltages from
200 to 1000 V. The magnetic circuit usually is fed by coils, and the maximum of the
radial magnetic field amplitude usually amounts 20 to 30 mT. In order to avoid elec-
tric power losses dissipated in the coils, efforts have been made to employ permanent
magnets instead [64]. Detailed studies for SPT-type HETs have shown that discharge
channels made of BN-SiO2 ceramics (“Borosil”) yield the best performance charac-
teristic [65].

Discharge current–voltage characteristics in the typical HET operational range
from 300 to 600 V are in first order flat, i.e. for a given propellant mass flow, the dis-
charge current varies only weakly with the applied voltage. Consequently, at a given
discharge voltage, discharge current and hence thrust are regulated by the propel-
lant mass flow. In order to minimize plasma oscillations, changing of the discharge
voltage requires proper tuning of the magnetic field.

Usually xenon is used as propellant due its low ionization potential and high
ionization cross-section. In addition, the high atomic mass of xenon allows for low
power-to-thrust ratios and negligible elastic electron energy losses. Last but not least,
xenon is chemically inert and easy storable, which are significant advantages with
respect to integration of a HET propulsion system on a spacecraft.
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The thruster anode efficiency is given as the product of propellant ionization effi-
ciency, beam power efficiency and angular efficiency of the ion beam.9 Efficient pro-
pellant ionization requires sufficiently long dwell time of the neutrals in the plasma
zone and minimal ion recombination. The beam power efficiency is defined as the
ratio of the kinetic ion beam power to the discharge power. In order to obtain high
beam power efficiency, the ratio of the discharge current to the emitted ion beam
current has to approach unity, and the major part of the ions has to be produced in
plasma regions at high potential close to the anode voltage. Inelastic losses, in par-
ticular due to production of multiple charged ions, reduce the beam power efficiency,
electronic and ionic wall losses and strong discharge current fluctuations. The an-
gular efficiency is defined as cosine square of the effective ion beam angle, i.e. the
polar angle into which the ion beam power on average is directed. Thus an angu-
lar efficiency beyond 90% requires that ions are mainly distributed in a polar angle
range of less than 20◦. A high angular efficiency reduces also the beam divergence
angle defined previously and is therefore a crucial parameter for HET integration on
a spacecraft.

State-of-the-art HET flight models achieve anode efficiencies in the range of 35
to 50% [47]. Whereas propellant ionization and ion beam angular efficiencies are
high in a range between 85% and 95%, beam power efficiencies are moderate and
amount typically less than 70%. As shown in a detailed study [66], most of the losses
in beam power efficiency are due to thermal losses on the discharge channel induced
by plasma–wall contact. Therefore, reduction of the electronic and ionic wall contact
represents the main development potential of HETs with respect to both a higher
anode efficiency and lifetime.

6.3.3 Examples for HET Applications in Space Missions

Current space activities involving HET propulsion systems are mainly based on
Russian experience of the past 30 to 40 years. Apart for Russian missions, quali-
fied HET flight models have been and are being developed and employed in Europe
and the United States.

Russian Missions

Due to electric power limitations on the spacecraft, SPT type HETs were initially
developed for the range of low input powers and optimized for operation at low
discharge voltages around 300 V, where moderate specific impulses are obtained at
low power-to-thrust ratios. An overview of current Russian flight proven SPT models
and their performance characteristic is given in Table 6.3 [45].

Starting from the METEOR satellite missions in 1972, more than 140 SPTs have
been flown or are still in flight. HET applications in Russian space missions are listed
in Table 6.4 from [45].

9 The thruster anode efficiency neither takes into account electric power losses dissipated in
the magnetic coils and in the neutralizer cathode nor the mass flow fed into the neutralizer.
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European Activities

The most recent mission of the European Space Agency (ESA) employing HET tech-
nology is the SMART-1 satellite (Small Mission for Advanced Research in Technol-
ogy), which has been launched in fall 2003. SMART-1 is a small lunar orbiter de-
voted to the demonstration of innovative key technologies for scientific deep space
missions [67–69]. It involves a solar electric propulsion module based on a SNECMA
PPS R© 1350-G HET, which has shown excellent operational behaviour. The PPS R©
1350, which has been developed in co-operation with Russian EDB Fakel, is pre-
sented in Fig. 6.15, taken from [70]. The photographs show a new PPS R© 1350-G
flight model and a PPS R© 1350-IM engineering model after 5870 h of ground opera-
tion.

Satellite manufacturer ALCATEL, together with CNES and SNECMA, has set
up and qualified HET electric propulsion platforms based on Russian SPT-100 and
PPS R© 1350 thrusters for the STENTOR scientific satellite and the ASTRA-1K geo-
stationary telecommunication satellite [71]. Unfortunately, both satellites got lost
due to launcher failures.

Future activities are aimed towards high power HET propulsion for the large
@Bus Platform for heavy geostationary telecommunication satellites. @Bus is a

Table 6.3. Performance characteristics of Russian flight model SPTs [45]

SPT-50 SPT-70 SPT-100
Nominal anode power 0.35 kW 0.7 kW 1.35 kW
Nominal thrust 20 mN 40 mN 80 mN
Specific impulse 1100 s 1500 s 1600 s
Lifetime (ground testes) 1500 h 3000 h 9000 h
Anode efficiency 0.35 0.45 0.5

Fig. 6.15. Photographs of space qualified SNECMA PPS R© 1350 thrusters, taken from [27].
On the left, a new PPS R© 1350-G flight model is shown. The picture on the right shows a
PPS R© 1350-MI engineering model after 5870 h of operation
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Table 6.4. Russian missions with HET based electric propulsion systems [45]; 152 SPT-type
HETs have been flown or are still in flight

Year User Satellite type Mission Number of
thrusters

1972 VKDEM Meteor#18 Flight test, 2 SPT-60,
(H = 900 km) orbit ηt = 0.15–

correction 0.21
1974 VNIIEM Meteor- Flight test, 2 SPT-

Priroda#1 orbit 60M,
correction ηt = 0.26–

0.28
1976 VNIIEM Meteor- Orbit 2 SPT-50,

Priroda#2 correction ηt = 0.33
(S/C
positioning)

1977 VNIIEM Meteor- Orbit 2 SPT-50,
Priroda#2-2 correction ηt = 0.33

(S/C
positioning)

1978 VNIIEM Astrophysics Orbit 2 SPT-50,
correction ηt = 0.33
(S/C
positioning)

1981 VNIIEM Meteor- Orbit 2 SPT-50,
Priroda#2-4 correction ηt = 0.33

(S/C
positioning)

1987 Arsenal Plasma Orbit 2 × 6
correction SPT-70

1982– NPO PM Kosmos, S/C 16 × 4
2000 Loutch, et al. positioning SPT-70,

and E-W ηt = 0.45
SK

1995– NPO PM GALS (2 S/C) S/C 2 × 8 SPT-
2001 positioning 100

and E-W (ηt = 0.5)
and N-S SK 4 × 8

NPO PM Express (4 SPT-100
S/C) 1 × 8

NPO PM SFSAT SPT-100
1 × 8

PSC Yamal-100 SPT-70
Energiya

common project initiated by ESA and involves national European space agencies
and satellite manufacturers ALCATEL and ASTRIUM [72]. As an example, a 5 kW
class HET named PPS R© 5000 manufactured by SNECMA is currently under qualifi-
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cation. This device provides thrust levels and specific impulses of up to 335 mN and
3240 s at input powers of as high as 6.3 kW.

Activities in the United States

HET development activities in the US are manifold. Amongst others, they aim to-
wards very high power devices. As an example, a 50 kW class HET has been devel-
oped which provides thrust levels of up to 3 N [73]. A large program has been initi-
ated by LOCKHEED MARTIN Space Systems to integrate a 4.5 kW HET propulsion
system on their commercial telecommunication satellite platform [74, 75]. The ac-
tivities included detailed studies on thruster–spacecraft interaction and qualification
of an AEROJET BPT-4000 HET.

6.4 High Efficiency Multistage Plasma Thruster10

6.4.1 Introduction

The idea of rocket like propulsion using charged particles (first electrons were con-
sidered, later ions), accelerated in electric fields to otherwise not achievable veloci-
ties, is about 100 years old and intimately connected with names like Konstantin E.
Tsiolkovsky in Russia, Robert H. Goddard in the United States, Hermann J. Oberth
and Ernst Stuhlinger in Germany. A recent review on the visionary first 50 years of
electric propulsion (EP) was recently published by E.Y. Choueiri [76] and is well rec-
ommended to the interested reader. Ernst Stuhlinger is also the person who started
50 years ago in the United States to transfer the visionary ideas of EP into practical
developments as can be read in the previous chapters.

Different concepts developed in the past 50 years to ionise a propellant and to
accelerate the ions are certainly more numerous than different types of propellants.
Only a few fundamental concepts have found their way to application in space envi-
ronment, are close to the required space qualification, or have a future potential for
space application. The most important of them are treated in the previous Sects. 6.1–
6.3 of this book. Those are the field effect electric propulsion thruster (FEEP), the
grid ion thruster (GIT) and the Hall effect thruster (HET), respectively. Their devel-
opment started in the late 1950s or early 1960s.

Here, a new thruster concept is presented. It was invented only a few years ago
in 1998 by the author of this article and his co-workers [77]. Between the years 2000
and 2004 the electric propulsion group at the Thales Electron Devices in Ulm, Ger-
many, developed a device called high efficiency multistage plasma thruster (HEMP
thruster). It shows an extremely wide thrust range from a few hundreds μN to more
than 150 mN [78–80]. The name HEMP thruster is related to its high conversion
efficiency of more than 80% of electric power into kinetic ion beam power and to
its multicusp magnetic design. Though azimuthal, cusp-type magnetic field arrange-
ments were known before in the plasma source community to reduce the plasma to

10 Please refer to G. Kornfeld.
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wall contact, the idea for using axially periodic magnetic cusp field arrangements
to confine and accelerate ion beams is new and originates from the travelling wave
tube (TWT) technology treated in Sect. 1.3 of this book. There, permanent periodic
magnet (PPM) systems are used to focus electron beams through small diameter de-
lay lines and to decelerate and sort electron beams effectively on collector stages
with depressed potentials in magnetically focused multistage collectors. In fact, the
HEMP thruster was originally thought as an inversed multistage depressed electron
collector. Instead of decelerating an electron beam an ion beam, should be efficiently
accelerated.

Since this is done in magnetised, quasi-neutral plasma, it introduces, in spite of
the different device and magnet field topology, some similarities with the Hall effect
thrusters.

The new thruster concept promises to solve unsettled problems of the standard
thruster types with respect to life, reliability, flexibility, simplicity and cost. Though
being developed since almost 50 years and having achieved space qualification and
successful in-space flight experience, the standard technologies still suffer from de-
sign specific problems leading to life limitations. For the GITs and HETs, the limi-
tation comes from sputter erosion of the thruster grid electrodes or ceramic channel
walls, respectively. Pollution of the thruster and satellite structure with liquid metal
droplets seems to be the major limitation for the FEEP thrusters. The HEMP thruster
concept avoids those drawbacks by design:

• using the noble gas Xe (without being limited to it), no liquid metal pollution
could impact the thruster performance as for a FEEP;

• without an interfering grid electrode system, the respective erosion as in a GIT
can not occur;

• being an E × B device as a HET, the HEMP overcomes the HET channel wall
erosion problem by an effective, multicusp magnetic confinement of the plasma
in the acceleration channel and reduces their high thermal dissipation.

6.4.2 Design and Physical Operation Principle

Before describing the physical operation principle of the HEMP thruster in detail,
the global physical properties of ionisation and ion beam acceleration are compared
for the different thruster concepts.

In a FEEP system, production and acceleration of ions can not be separated be-
cause it is an undividable, localised field emission process at the tip of a liquid metal
surface. The FEEP produces no plasma because the electrons remain in the liquid
metal anode of the device. The FEEP can therefore be considered as the most ele-
mentary method to produce an ion beam. The ion beam currents must remain princi-
pally small and the applied voltages high to avoid space charge limitation effects.

In a GIT, the ionisation process of a gaseous propellant takes place in a plasma
reservoir chamber either by absorption of RF power (RIT, radiofrequency ionisation
thruster) or electron beam power (EIT, electron bombardment ionisation thruster).
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The ionisation is completely separated from the ion acceleration. A grid mesh elec-
trode system, adjacent to the ionisation chamber, separates the ions from the plasma
electrons and accelerates them. Due to the complete separation of charges in the
grid electrode system, the ion beam emission properties are fully controlled by the
well-known Child–Langmuir space charge emission law. The space charge limitation
explains why the GIT is principally a low ion beam current density device.

There is no space charge limitation in a HET. Instead, we find an overlap of
ionisation, in form of gas glow discharge, and ion beam acceleration. To achieve
a significant charge transport by the ion beam, the electron transport parallel to the
thruster axis is magnetically suppressed by an E × B situation. This allows maintain-
ing of quasi-neutral plasma where a dominant portion of the charge transport across
the magnetic field lines is done by the accelerated ion beam.

In a HEMP thruster we find a quasi-periodic sequence of E × B field situations
along the thruster axis at each magnetic cusp. The higher radial magnetic fields at
the cusps compared to a HET reduce the overlapping of ionisation and acceleration
regions along the thruster axis and result in more discrete energy velocity spectrums
of the ion beam and significantly reduced thermal losses. For comparison, the thermal
losses in a HET are typically 30% to 45%, while in a HEMP thruster only 10% to
20%. As a second consequence of the magnetic plasma confinement in the multicusp
magnetic field structure, the plasma to ceramic wall contact is reduced and channel
wall erosion is prevented, thus improving life and reliability.

Figure 6.16 sketches the cross-section of a cylinder-symmetrical HEMP thruster
with 3 permanent magnet rings and three magnetic cusps located inside the thruster
acceleration channel. It also shows typical, self-consistently adjusting average
plasma potential along the thruster axis. The number of magnetic cusps can be cho-
sen as appropriate for a selected application. As a general rule one can say that the
higher the number of magnetic cusps, the higher the applicable maximum anode
voltage and also the efficiency.

Fig. 6.16. Functional cross section of a HEMP thruster and plasma potential distribution along
the thruster axis
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The HEMP thruster consists of the following main elements:

• A cylindrical ceramic tube, surrounded by a
• PPM stack of magnet rings.

On the bottom of the ceramic

• A HV feedthrough to the anode electrode.
• A Xe propellant gas supply.
• A grounded hollow-cathode neutraliser located off axis at the exit side of the

ceramic tube.
• An anode power supply provides the potential difference with respect to the

grounded neutraliser required for ion beam acceleration.
• The neutraliser needs for its own operation an additional heater and keeper volt-

age supply and a Xe feed line. Since these elements are similarly required for
most standard types of electric thrusters, they are not explicitly shown here.

The HEMP thruster operation principle is explained as follows. Low energy neu-
traliser electrons are confined by the magnetic exit cusp and maintain there a low,
close to ground plasma potential at the thruster exit. Eased by collisions, a few of
those primary electrons find their way from the neutraliser through the exit cusp into
the discharge channel. Those electrons are trapped in spirals along their bent mag-
netic flux lines (a single set of those is sketched in Fig. 6.16 as bent arrows from
the North to the South poles of the PPM-system). The electrons are easily movable
along the thruster axis where the magnet field is parallel. There the plasma potential
is almost constant. At the cusps, the electrons are effectively hindered to move across
the radial magnetic field lines. Furthermore, the strong magnetic field gradient in ra-
dial direction reflects the electrons as a magnetic mirror. Thus, bouncing forth and
back within the magnetic cells, the electrons can travel long ways without any wall
collision and have an increased probability to ionise neutral Xe atoms at equal cell
potential. Again all type of collisions in the cusp plane allow electrons to cross the
cusp and to enter the next magnet cell on higher electrostatic voltage, where neutral
gas ionisation takes place at an increased rate due to the higher electron and neutral
gas density. Globally speaking, the electron and thus plasma density is increasing
from cell to cell the closer the cell is positioned to the anode.

Considering individual electron trajectories and naming radial outward and in-
ward parts of the electron trajectories “spokes”, we find subsequent spokes rotating
around the axis as a result of the E × B drift in a cusp. On average, the electrons
moving towards the anode produce an azimuthal Hall current close to the opposite
Hall current of the reflected electrons. Therefore, the net Hall current is much lower
and is produced by those electrons which can cross the cusp due to elastic, inelastic
or ionisation collisions. A 3-D simulation of this complex electron movement was
performed with the Kobra 3D trajectory code [81] and is shown in Fig. 6.17.

As we note from Figs. 6.16 and 6.17, the plasma electrons are captured on the
right, low potential side of a cusp. The small width of a gap with low electron density
on the left of each cusp, is adjusting self-consistently according to the ion current to
be transported across this potential drop. In other words, it seems that the device is
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regulating with this gap width its perveance as required to transport and accelerate
all the ions produced in the left magnetic cell, across the cusp, to the next cell on the

Fig. 6.17. Trajectories of electrons bounced forth and back at the radial magnetic mirror in
a cusp and the axial magnetic mirror at the axial field maximum between the cusps. The
trajectories are forming rotating trajectory “spokes” in the cusp plane

Fig. 6.18. Left: Ejection of two conical hollow ion beams with 17◦ and 40◦ beam angle,
respectively. The ions originate from different magnetic cells at higher and lower potential
inside the thruster, respectively. The thrust effective, average beam angles is 28◦ at 1500 V.
Right: Front view look into the thruster acceleration channel. The confinement of the plasma
and ion beam close to the axis explains the erosion free operation and the low wall losses of
the HEMP thruster. The pictures are taken on the Thales HEMP 3050 DM7 thruster
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right. Due to the high ionisation probability, the total ion current depends essentially,
over a wide range, only on the propellant gas flow.

The residual radial kinetic energy component of the beam ions becomes appar-
ent when the beam exits as a conical hollow beam. This and the confinement of
the plasma close to the thruster axis is shown by the side and front view photos of
Fig. 6.18, respectively.

6.4.3 Design and Performance

The design and performance of the cylindrical HEMP thruster, due to its rather short
development time, has not yet achieved its final, flight hardware status but competes
already, due to its unique characteristics, with the standard thrusters. The design of
the recent BB HEMP 3050 DM7 thruster model is shown in Fig. 6.19. Its perfor-
mance characterisation was obtained during a measurement campaign at the Univer-
sity of Giessen thrust stand. Since the only thruster supplies are anode voltage and
neutral Xe flow, we report the performance parameters such as discharge current,
thrust, specific impulse and power to thrust ratio over a wide range of those.

Figure 6.20 shows the discharge current. It is almost independent on the applied
anode voltage and only a function of the Xe flow. If all supplied Xe atoms would
be single charge ionised, a maximum discharge current of 70 mA/1 sccm Xe flow
would be possible. We note that at small Xe supplies <15 sccm this limit of full
ionisation is not achieved, whereas at high Xe flows the current is due to double and
higher ionisation even beyond that level. On the other hand, when at high Xe flow
the discharge current is due to multi-charged ions above this limit we still can have a
small amount of neutrals exiting the thruster.

The ion beam current almost equals the anode current, since the amount of pri-
mary neutraliser electrons contributing to the anode current compared to the sec-
ondary electrons remains in a low of a few percent range. The thrust produced by

Fig. 6.19. Front view of the cylindrical HEMP 3050 DM7 thruster and its ceramic acceleration
channel. The channel exit diameter is 4 cm. Around the channel the PPM – stack and above
the channel the Thales hollow-cathode neutraliser is located. At the backside, the thruster is
mounted on a cooling flange fixed to the University of Giessen thrust stand
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Fig. 6.20. Anode discharge current as a function of anode voltage and Xe flow (1 sccm corre-
sponds to a Xe mass flow of approximately 0.1 mg/s

Fig. 6.21. Thrust as a function of anode voltage and Xe flow. The edge at 1200 V is caused by
a power supply limitation

this amount of accelerated ions depends, as expected, square root like on the acceler-
ating anode voltage (see Fig. 6.21). The dynamic thrust range was spanning in these
tests from 152 mN down to 4.5 mN. In a separate continuous throttling test, reducing
at 200 V the Xe flow below 2.8 sccm, thrust levels down to about 200 μN could be
obtained. This extreme throttle-ability of the HEMP thruster is very unique for a gas
driven thruster. Besides the thrust T , the specific impulse Isp and the power to thrust
ratio PTTR are often used to characterise the mass efficiency and the electric thrust
efficiency of a thruster, respectively.

Figure 6.22 shows the specific impulse in sec (impulse per propellant weight)
multiplied with the gravitational constant 9.81 m/sec2; one obtains the impulse per
propellant mass or the average axial exhaust velocity of the ions. The fact that the
curves are not all on the same ideal universal curve for single ionised Xe is related to a
non-ideal ionisation efficiency, non-parallel exhaust of ions (proportional to cos αeff),
the effect that a portion of the ions is generated at a lower than applied anode voltage
and the contribution of multiple charged ions.

Similar effects increase also the power to thrust ratio PTTR above the ideal situ-
ation. Figure 6.23 shows the respective curves.
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Fig. 6.22. The specific impulse Isp as function of anode voltage and Xe flow

Fig. 6.23. The power to thrust ratio PTTR as a function of anode voltage and Xe flow

In the thruster community, the so-called total efficiency is often used as a figure
of merit for the thruster operation. It is defined as ηtot = T 2/(2QPa). Here, T is the
thrust, Q is the propellant mass flow per second and Pa is the anode power. It can be
rewritten in terms of ionisation efficiency ηion, beam power efficiency ηbeam and the
effective ion beam angle αeff as follows:

ηtot = T/(2 · Q · Pa) = ηion · ηbeam · cos2 αeff. (6.1)

Though not usually measured, the new parameters can easily be interpreted as the
ratio of ions to neutrals exiting the thruster, the transfer ratio of electric power into
kinetic beam power and the quadratic effect of the thrust effective ion beam angle.
In [82] a method is described to determine these values by means of an angular
resolving thermal target impact diagnostic.

Figure 6.24 shows the total efficiency. We note that it generally improves with
higher anode voltage. The dominant reason above 400 V is the decreasing effective
ion beam angle. Below 400 V, additional impacts from the ionisation efficiency and
the beam power efficiency become apparent.

The HEMP thruster total anode efficiency can be compared with the HET values,
especially if the small diameter geometry with its high surface to volume ratio is



296 H. Bassner et al.

Fig. 6.24. The total efficiency as a function of anode voltage and Xe flow

Table 6.5. Comparison of typical thruster efficiencies

Type ηion ηbeam cos2 αeff ηtot
FEEP [82] 0.35 0.6 0.64 0.13
GIT (RIT 10) [83] 0.85 0.75 0.9 0.57
HET (PPS 1350/SPT100) [84] 0.85 0.66 0.83 0.47
HEMP (3050 DM7) [80] 0.75 0.82 0.75 0.46

taken into account. One of the interesting features of the HEMP thruster is its high
beam power efficiency which results in a low thermal load of the satellite structure.
Table 6.5 shows a comparison of the different impacts on total efficiency for the
major thruster types.

The figures for the FEEP thruster are rather ambiguous since the ionisation effi-
ciency can vary between 0.1 to 1 depending on the anode voltage and the emission
currents. At higher thrust values the ionisation efficiency becomes very low due to
droplet formation. Also the beam angle is given by the geometrical aperture screen-
ing the beam. For the GIT, the electrical power needed for the RF source for ionisa-
tion is included in the beam power efficiency.

Recent limited life test on a HEMP 3050 thruster has confirmed its erosion free
operation at 57 mN and 2625 s over 250 h which suggests a worst case thruster life
of 16 000 h corresponding to a worst case total impulse of 3.25 × 106 Ns.

6.4.4 Future Developments and Potential Applications

According to Table 6.5, the obvious development goals for the cylindrical HEMP
thruster are the improvement of all efficiency contributors, especially the effective
ion beam angle. Short term, for the low power HEMP 3050 (30 indicates to 3000 s, 50
to 50 mN), flight hardware total efficiency around 55% is expected. Computer-aided
development using more refined plasma simulation codes should result in long term
efficiency around 70%. For the new development of a high thrust, coaxial HEMP
30250 thruster short term total efficiency of about 60% to 65% is expected.
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Generally, it is assumed that performance of HETs with respect to ionisation
efficiency and effective beam angle can be exceeded, while maintaining the HEMP
thruster superior beam power efficiency. A space qualification program for the HEMP
3050 thrusters is planned to be started by the German Space Agency DLR in 2007
with the goal of an lon Orbit Demonstration of 4 fix mounted HEMP thrusters de-
livered by Thales on board the ESA ARTES 11 Small Geostationary Comunication
Satellite (SGEO) to be built by OHB Systems and launched in 2011.

Since propellant and power supply requirements of the HEMP thruster are over-
lapping with both GITs and HETs, it fits into there respective satellite interfaces.
Based on its extreme throttle-ability, all types of commercial geostationary satellites
needing orbit raising, orbit topping and/or N/S station control are the target applica-
tions of the new thruster type. Also, high thrust and high specific impulse applica-
tions above 1 N, as required for future interplanetary missions are ideally suited for
the coaxial HEMP thruster due to its compact and very high thrust density design.

Even μ-thrust applications down into the 1 μN range, as required for some sci-
entific missions, are feasible with a scaled down cylindrical HEMP thruster. Due to
there inherent high reliability, this might become an interesting future solution.
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Infrared, Light, Ultraviolet, Laser- and X-ray-Tubes

A. Ulrich, M. Born, H.W.P. Koops, H. Bluhm, and T. Jüstel

7.1 General Physics of Photon Generation

7.1.1 Historical Development

Vacuum electronic devices played a key role for our understanding of light and
atoms. Besides the very early work on optical spectroscopy by Kirchhoff and Bunsen
in 1860 [1] using flames, it was from the great variety of gas discharge experiments
that we learned about spectral lines and their assignment to the various atoms and
molecules. The practical importance of vacuum electronic devices for generating
light will become obvious in the following chapters. Although the quantized nature
of light is much more obvious in the discrete spectral lines emitted from low pressure
gas discharge devices, the concept of the “photon” as the “quantum” of electromag-
netic radiation was first introduced by Max Planck in connection with the precision
of measurements of the so-called black body radiation in 1900 [2]. In this context
Planck’s formula (7.1) can be used for comparing other light sources with this black
body radiation source at temperature T (see Fig. 7.1),

Lλ dλ = 2hc2

λ5

1

e
hc

λkT − 1
dλ. (7.1)

Here, Lλ is the power emitted per unit area, wavelength interval and solid angle. The
index λ indicates that Lλ is given versus wavelength. The constants are: Planck’s
constant h, velocity of light in vacuum c, and the Boltzmann constant k. Studies of
emission and absorption of light performed in the years following Planck’s introduc-
tion of “light quanta” led to a powerful concept for the description of these processes
and finally to a completely new insight into matter and its motion on a microscopic
scale – quantum mechanics. It was found that both light and matter contains aspects
of waves and particles. The link between these two aspects is described by a relation
between wavelength λ or wave vector k (k = 2π/λ) and frequency ν on one side
and momentum p and energy E on the other side,
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Fig. 7.1. Emission from a black body at a temperature of 2600 K (solid line). The emission
from a tungsten strip calibration lamp (OSRAM, type Wi17g, No. 2892) with the same ra-
diative temperature is shown for comparison. The difference is due to the finite emissivity of
tungsten as measured by J.C. de Vos [3]

E = hν, �p = h̄k. (7.2)

The reader is asked to refer to publications about quantum mechanics for a deeper
discussion of these fundamental aspects of light and matter. The important result
obtained from quantum mechanics, in this context, is that bound systems, such as
electrons orbiting around a nucleus, have well defined, discrete energy levels. Emis-
sion and absorption of light quanta (photons) of energy E = hν is a possibility for
the systems to make transitions from one energy level to another when the energy
difference between the levels is the same as the photon energy E.

To a level of accuracy which is normally sufficient to represent all practical as-
pects of light sources, including lasers, the energy levels of atoms and molecules
can be described by non-relativistic quantum mechanics. Coupling of these poten-
tially light emitting or absorbing species with an electromagnetic radiation field can
be described by the so-called Einstein coefficients A and B. Techniques for calcu-
lating the quantum mechanical eigenstates and energy eigenvalues of light emitting
species are not discussed here. Energy levels of atoms are usually organized by main
quantum numbers, quantum numbers of spin, and angular momentum. Total angu-
lar momentum is described by a quantum number J. For most practical applications
energy levels of atoms can be found in tables [4, 5]. Phenomenologically, molecular
levels are organized by electronic excitation (normally named X for the ground state
and A, B, C, etc. for excited states), a vibrational quantum number v and a rota-
tional quantum number I. The combination of electronic-, vibrational- and rotational
energy can be calculated from parametrized descriptions of the molecular potential
curves. The parameters for diatomic molecules can be found in tables [6].

Light emission from a light source is initialized by promoting atoms or molecules
in the device from the ground state into an excited state, normally via collisions with
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electrons. It should be noted that several eigenstates of an atom or molecule may
have the same energy. An “energy level” may therefore consist of several “states”.
Such an energy level is said to be degenerated with a degeneracy g if g states have
this particular energy. An excited species will have the tendency to return to the
ground state releasing the excitation energy to its surroundings either by collisions
with other species or by emitting a photon. It is the “art” in designing a light source
to make photon emission in the desired wavelength region a dominant and efficient
process in the device.

The process by which an undisturbed atom or molecule undergoes a transition
from a level i to a level k via photon emission is called spontaneous emission and
is governed by the Einstein coefficient Aik . It has the unit 1/s and is a measure for
the probability dPik of an atom to make the transition within a certain time interval
dτ (dPik = Aik dτ ). It can therefore be used to calculate the time dependence of the
number Ni of species in the upper level i starting from an initial number Ni0,

Ni = Ni0e−Aikτ , (7.3)

if photon emission is the only decay mode and the species decay independently of
each other. The Einstein coefficient Aik values can be calculated from basic princi-
ples in quantum mechanics. For practical applications one can refer to tabulated Aik

values [7]. The energy E (frequency ν, wavelength λ) of the photon emitted in this
process is related to the energy difference between level i and k,

E = hν = hc/λ = Ei − Ek. (7.4)

The energy level with higher energy Ei is often referred to as “upper” level and the
level with lower energy Ek as “lower” level.

Resonant absorption is a process in which a photon is absorbed by an atom or
molecule inducing a transition from a lower energy level k to a level i of higher
energy. The photon energy E has to meet the requirement E = Ei − Ek . The prob-
ability for a given species in state k to be promoted to state i via absorption of a
photon is proportional to the Einstein coefficient Bki and the energy density u(ν) of
the electromagnetic radiation field providing the photons which can be resonantly
absorbed.

A third fundamental process is resonant interaction of a photon with an atom
or molecule in the upper level i forcing it to the lower level k. It is called stimu-
lated emission, and the radiation which is created is coherently superimposed on the
radiation stimulating the transition. This means that the electromagnetic energy re-
leased in the transition travels in the same direction and is in phase with the incident
radiation. Because of its similarity with the absorption process where radiation stim-
ulates an “upward” (k to i) transition the process is described by a coefficient Bik for
the “downward” (i to k) transition. The transition probability is proportional to the
coefficient Bik and the energy density u(ν) of the radiation field.

In summary, the three processes for emission and absorption of photons are visu-
alized in Fig. 7.2. To calculate the number of emission and absorption processes per
unit volume and time interval for a specific transition, the density of species in the
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Fig. 7.2. Principle processes of light emission and absorption

upper and lower level Ni and Nk have to be known. These densities can be obtained
from rate equations describing the rates at which species with energy Ei and Ek are
populated and depopulated. The rates by which two selected level densities Ni and
Nk change via photon emission and absorption can be obtained from the Einstein
coefficients Aik , Bik , and Bki which have been introduced above:

dNi/dt = −AikNi − BikNiu(ν) + BkiNku(ν)

and
dNk/dt = AikNi + BikNiu(ν) − BkiNku(ν). (7.5)

The Einstein coefficients are related to each other in the following way:

giBik = gkBki and Aik = (8πhν3/c3)Bik. (7.6)

So far a perfect resonance between the radiation field and the absorbing or emitting
species has been assumed. In many cases, however, the detailed frequency depen-
dence of the absorption-, emission-, and optical-gain in the narrow frequency region
of a spectral line has to be taken into account. Various broadening effects such as
Doppler- and pressure broadening influence the line shape. This can be described by
a line shape function g(ν) which is normalized as

∫
g(ν) dν = 1. (7.7)

A beam of radiation with a specific frequency ν and intensity I (in units W/m2)

which interacts over a distance x with the atoms and molecules varies its intensity
according to

I = I0 exp(−k(ν)x). (7.8)

The absorption coefficient k(ν) depends on the values defined above as

k(ν) = σ(ν)((gi/gk)Nk − Ni). (7.9)

The absorption cross-section is given by



7 Infrared, Light, Ultraviolet, Laser- and X-ray-Tubes 307

σ(ν) = λ2Aik

8πη2
g(ν), (7.10)

where η is the index of refraction of the medium. Note that relation (7.9) describes
both absorption and stimulated emission. When the term ((gi/gk)Nk −Ni) becomes
negative because Ni > gi/gkNk , the intensity I will grow exponentially in the ex-
cited medium. This “Light Amplification by Stimulated Emission of Radiation” is
the basic process of the device known as “LASER”.

This brief introduction to the light emission and absorption processes allows im-
portant parameters, such as the power emitted from a lamp or the small signal gain
of a gas laser tube, to be calculated.

The output characteristics of a discharge lamp could for example be estimated
as follows. The emitted spectrum is given by the energy levels and corresponding
transitions of the light emitting species. If absorption can be neglected, the power
emitted per unit volume on a specific transition from level i to level k is

P/V = NihνAik with hν = Ei − Ek. (7.11)

If Ei , Ek , and Aik are known from tables, the only remaining parameter which has
to be determined is the density of species in the upper level i. This, however, may
not always be an easy task. If Ni is not measured experimentally, a whole set of
rate equations for all relevant collisional and radiative processes filling and depleting
levels i and k have to be solved for obtaining a rather accurate prediction of Ni .
Note that collisional processes between electrons and atoms, ions and atoms, etc. are
studied as a field of its own [8]. Gain on an optical transition between two levels
i and k in a gas laser tube can be predicted by a similar approach determining the
population densities Ni and Nk and calculating the gain using (7.9) and (7.10).

7.2 Laser

7.2.1 Introduction

“Light Amplification by Stimulated Emission of Radiation” (LASER) was first ob-
served by Maiman in 1960 using a flash lamp pumped ruby crystal as the laser
medium [9]. Also, in that year Javan et. al. built the first gas laser with a discharge
pumped low pressure He–Ne mixture as the laser medium and observed laser effect
in the near infrared region [10]. Since that time one branch of laser development is
based on vacuum electronic devices. The interesting history of the invention of lasers
and masers was described by Charles Townes [11]. The variety of lasers which have
been developed since its invention is overwhelming. Here, a short review of gas lasers
which are of practical importance is given.

The general operation principle of light amplification in matter has been de-
scribed in Sect. 7.1.1. The main prerequisite for getting a laser to operate is to achieve
“population inversion” (gk/gi)Ni > Nk (formula (7.9) in Sect. 7.1.1). The term in-
version refers to the fact that at normal, thermal equilibrium conditions the popula-
tion density Nk of the lower level is always higher than the population density Ni of
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the energetically higher lying level. The “art” of laser design is to create conditions
which are far away from thermal equilibrium in the sense that the Ni/Nk ratio is
different from its value at thermal equilibrium, at least for two specific levels i and k.
Optical feedback in the form of an optical resonator is another main ingredient for
getting a gas laser operational, although some lasers like the 337 and 358 nm ultravi-
olet nitrogen lasers and so called soft X-ray lasers make use of light amplification in
one pass through the device. Fabry–Perot type optical resonators consisting of two
mirrors are normally used. Both flat and curved mirrors can form an optical cavity.

Balance between optical gain and losses in the resonator determines whether or
not intensity will build up in a particular mode. Losses are due to absorption in all
optical elements in the resonator, finite reflection of the laser mirrors and diffraction
on the apertures of the device. Laser threshold is reached when the gain α is equal to
the loss γ for light making one round trip in the resonator,

α = γ.

Maximum small signal gain α0 in the line center ν0 is given by

α0 = σ(ν0)(Ni − (gi/gk)Nk).

The cross-section for stimulated emission σ(ν) is defined in (7.9) and (7.10) of
Sect. 7.1.1.

Extraction of light from the laser resonator contributes to the losses of the res-
onator. Semitransparent laser mirrors are frequently used for extracting a certain frac-
tion of the light intensity which builds up in the resonator during laser operation. If
the amplification of light in the laser medium can be maintained over a period of
time which is longer than the decay time of light in the resonator, the characteristics
of the decoupled light beam are governed by the parameters of the optical resonator.
A discussion of line shapes and line broadening effects can be found in the liter-
ature on lasers and atomic physics [12]. Detailed descriptions of optical gain in a
laser medium and the modes of an optical resonator are, for example, given in [12]
and [13].

Finding new laser media and laser transitions followed the invention of the laser.
Over 6100 lines are listed [14, 15]. Compilations of original papers on gas laser
technology and short wavelength lasers have been published [16, 17]. Only a few
lasers are commercially successful.

7.2.2 Specific Laser Devices

A general advantage of gas lasers is that the optical properties of the laser medium are
not permanently damaged by its operation. An overview over widely used gas lasers
is given in Table 7.1. This allows high power levels in both pulsed and continuous
wave (cw) lasers. However, a potential build up of impurities and overheating of
the laser gas has to be avoided. The CO2 laser in the infrared region at wavelengths
around 10 μm is very efficient and often used in industrial processes for cutting and
welding.
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The He–Ne laser uses an energy resonance between helium atoms in the meta-
stable state and neon atomic levels for achieving population inversion. Collisions of
excited helium atoms with ground state neon atoms lead to selective excitation of
these neon levels. The slight energy differences between the levels are compensated
by the kinetic energy of thermal motion [12]. Note that the older Paschen notation is
used in many early publications for the NeI levels. Racah notation is used here.

Helium–neon lasers use the positive column of a glow discharge as the laser
medium. The tubes are made from glass with typical inner diameters of 1 to 2 mm.
Large area cold cathodes are used. The cathode is often placed in an outer tube with

Table 7.1. Laser systems and their characteristics

Laser Level transitions Wavelength Pumped by Speciality/
output

He–Ne
metastable
states 7:1
He–Ne
mixtures

5s′[1/2]0
1–3p[1/2]1

5s′[1/2]0
1–3p′[3/2]2

4s′[1/2]0
1–3p′[3/2]2

543.516 nm
632.816 nm
1.1529 μm

gas discharge
dc-currents
10 mA to
50 mA;
gas pressure
1 mbar

tube diameter
1–3 mm;
output mW

Krypton ion triply ionized 176 nm low pressure
discharge

Argon ion 3s2p5 2P0
1/2 and

2P0
3/2 4p (2S0, 2P0,

2D0, 4D0)–4s (2P1/2,
2P3/2)

Vis to near
UV 440 nm
to 500 nm

two step
process of
forming and
exciting the
ions via
electron
collisions;
discharge
currents
30 A; pumps
others

tens of Watts;
output
increases
quadratically
with
discharge
current

Excimer
lasers
Ar,
Kr,
Xe

second continua
emission bands are
unstructured and very
broad, order of 10 nm

128 nm
150 nm
172 nm

systems
pumped by
intense
electron
beams

ArF∗
KrF∗
XeCl

193 nm
249 nm
308 nm
100 ns up to
1 μs pulses

pulsed
electrical
discharges in
laser tubes at
3 to 6 bar, 10
to 100 ns
pulses

The three
types cover
90% of
market;
repetition
rates of 1 or
2 kHz
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typically 3 cm diameter. Laser lines are selected by laser mirrors with wavelength
dependent reflectivity. The total gain in a regular He–Ne laser tube is on the order of
a few percent per pass. Reflectivity of one mirror is maximized (better than 99%),
and the “output coupler” has a transmission of one or two percent. Typical light
output power is a few milliwatts, and the overall efficiency of the device is between
a per mill and a percent. Laser mirrors can be either mounted directly to the ends of
the laser tube with bellows for alignment or as an external optical cavity. If the laser
cell is closed by Brewster angle windows, the laser light will be linearly polarized,
since Brewster windows have a low reflectivity and consequently a low loss only
for one orientation of polarization. He–Ne lasers are used for alignment purposes
and in metrology. Excellent spectral and spatial characteristics and stability has been
achieved with helium–neon lasers, and it is still essentially the only compact, easy to
use gas laser in the visible spectral range.

The great variety of collisional and radiative processes which can occur among
many excited levels in neon or other rare gases leads to a great variety of laser lines
[15, 16]. Some laser systems may operate continuously, others may lead to popu-
lation inversion only for a short time interval following excitation by a pulsed dis-
charge. Pulsed laser lines in neon (3p to 3s) have become important as model systems
for very short wavelength lasers, often referred to as “X-ray lasers”. Neon like ions
are produced and excited by electron collisions in hot, laser induced plasmas [18].
With pulsed excitation there are two principle regimes for obtaining population in-
version and laser effect, collisional excitation and recombination schemes. In the
first case laser effect occurs during the pulse and in the latter in the afterglow by
recombination processes.

Many ion laser lines can be observed in intense pulsed low pressure discharges.
Triply ionized krypton at 176 nm delivers the shortest wavelength ion laser lines [14].
Soft X-ray wavelength emission was pioneered by Rocca and coworkers [19].

7.2.3 Ion Lasers

Ion lasers can also be operated in continuous mode. The best known ion laser systems
use pure rare gases as the laser medium, argon in particular. In argon ion lasers singly
ionized argon has the configuration . . . 3s2p5 2P0

1/2 and 2P0
3/2. The two “ground state”

levels differ in energy by only 0.18 eV. Inversion is built up because the lower 4s lev-
els are more rapidly depleted than the upper 4p levels. The electron energy in the
discharge has to be rather high for both ionization and excitation. The ionisation
energy of argon is 15.759 eV and the 4p upper laser levels are again almost 20 eV
above the ground state of the ion. Deviations from the quadratic increase of laser out-
put with discharge current start above 600 A/cm2 when formation of doubly charged
ions sets in [14], p. 218.

Gas pressure and the diameter of the discharge tube of argon ion lasers are similar
to those in He–Ne or other discharge pumped lasers operating on atomic transitions.
Discharge currents, however, are about three orders of magnitude higher. Hot cath-
odes are used to provide high currents necessary for ion laser operation, and coaxial
magnetic fields can improve laser performance. Ceramic tubes are used to handle
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these high currents without too much sputtering. Active cooling by water or forced
air has to be provided. The typical gain of ion laser lines is 1%/cm and the efficiency
of the device is on the order of 0.1%. The discharge tubes are normally closed by
Brewster angle windows and external optical resonators are installed. Many argon
ion lasers provide the option of selecting the laser line by tuning an optical element
such as a Littrow prism in the optical cavity. The argon ion laser with high output
power and lines ranging from about 440 to 500 nm (near ultraviolet to green) is used
to pump other lasers such as dye lasers. Finally, ion lasers are not limited to the use
of rare gases as the active medium, but use metal vapors in rare gas buffer gases
[15], p. 172.

7.2.4 Excimer Lasers

An interesting approach for obtaining population inversion in rare gases uses the
fact that rare gas atoms can become chemically very reactive when they are not in
their electronic ground state. This behaviour can be used to form molecules which
exist only for a short period of time and then return to the ground state via radia-
tive decay. The lower level of this radiative transition is instantly depleted since the
species which formed the excited molecule are unbound in the ground state. Forma-
tion of the excited molecules, called “excimers” (an acronym for excited dimers),
leads therefore automatically to population inversion, and lasers using this concept
are known as excimer lasers. They were first demonstrated by Molchanov, Basov and
coworkers in 1968 [20, 21] using electron beam excited rare gas crystals in which
the excitation scheme is similar to dense gases. Excimer lasers in the gas phase were
developed in the following years [22, 23]. Technical development of excimer lasers
is still in progress. For basic concepts, see Charles Rhodes 1980 [24]. Excimer lasers
which are widely used today are based on the formation of rare gas halide excimer
molecules. From the possible combinations of He to Xe and F to I, the heavier rare
gas with lighter halogen atoms show fluorescence and six combinations show laser
effect [25]. The advantage of rare gas halide systems in comparison with pure rare
gas excimers is their narrower emission line and the longer laser wavelength given
above. Both features lead to reduced pumping power requirements.

The upper molecular level is populated via gas kinetic reactions, such as

Kr∗ + F2 → KrF∗ + F

and
Kr+ + F− + Ar → KrF∗ + Ar

with Ar used as a buffer gas. A general problem in excimer formation is to produce
highly excited species like Kr+ and Kr∗ within a dense and rather cool gas in which
molecules can form. Molecule formation can occur in the afterglow phase of a short,
intense pulse of a high pressure glow discharge. Another technical difficulty in ex-
cimer laser design is to achieve a homogeneous excitation of the laser medium, since
high pressure discharges tend to develop filamentation and arcing. Preionization of
the laser gas with ultraviolet light is one solution of this problem. Excimer laser
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transitions have lifetimes of a few nanoseconds and the electrically pumped lasers
are operated using appropriate pulsed power circuits. In a short pulse regime 10 to
100 ns pulses are applied. Laser pulse duration is on the order of 10 ns in this case.
In the so-called long pulse regime several 100 ns up to 1 μs pulses can be achieved.
For a width of the discharge gap of 5 mm, 10 to 12 kV and, for a width of 15 mm, 25
to 30 kV are applied to drive the laser discharge. Discharge currents range from 0.1
to 1 kA. Repetition rates of 1 or 2 kHz are available from standard excimer lasers.
High end devices for photolithography reach 4 kHz repetition rates with 30 to 40 W
output power, time averaged.

A technical issue in the design of excimer laser tubes is to select materials which
can resist the highly reactive halogen gases F2 or Cl2 and in particular the F and Cl
radicals. Nickel and passivated aluminum are the preferred materials in excimer laser
design. Other materials such as hydrocarbons have to be avoided.

Ceramic materials are used as insulators. Since the gas is chemically altered in
the discharge channel, it has to be circulated in high repetition rate lasers to allow
time for cooling and for the chemical components to return to their initial state, F2
for example. A mechanical fan is used for that purpose. Its operation may contribute
a significant fraction to the power consumption of the laser device. Laser tubes can
provide typically 108 pulses before the gas has to be replaced, and 109 to several 109

pulses before the whole tube has to be at least overhauled by replacing the electrodes
and optics. Optical gain per pass is very high during the short, tens of nanosecond
pulses. Plane parallel resonators with a highly reflective back mirror and a highly
transmissive (90%) output coupler are often used. The mirrors have to withstand
an extremely high optical energy/power densities on the order of 100 mJ/cm2 (10 ns
pulses). A modern excimer laser tube is shown in Fig. 7.3. Excimer lasers have a
wall plug efficiency of a few percent which is a high efficiency for short wavelength
lasers.

Fig. 7.3. Photograph of a compact, modern excimer laser (left). A cut through the laser tube
is shown on the right side. The electrode configuration is shown in the upper part and the
fan circulating the laser gas in the lower part of the drawing. Courtesy TuiLaser company,
Munich, Germany
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A present application which covers 70 to 80% of the market for excimer lasers
is photolithography. There the lasers operate day and night with 5 to 10 mJ pulse
power and 4 kHz repetition rate. The rest of the market is for micromechanics and
medical applications, eye correction in particular. A number of 1000 to 10 000 shots
are applied to each eye for that purpose.

7.2.5 Electron Beam Pumping of High Power KrF-laser

Because of their high efficiency, short wave length (248 nm) and high beam uni-
formity KrF-laser are presently the most attractive drivers for inertial fusion energy
(IFE) [26]. To explore whether necessary laser beam power of several 100 TW and
beam energy of several MJ can be generated with the required efficiency of more than
5% at affordable cost, programs have been started in several laboratories to develop
the basic technologies [27].

High power KrF-lasers are pumped by large area high current pulsed electron
beams. Because of their modularity, electron beam generators presently under devel-
opment are considered to be scalable to the parameters required for a real IFE-driver.
The main challenges are to develop a durable, efficient, and cost effective pulsed
power system; a durable electron beam emitter; a long life, transparent pressure foil
structure (that isolates the laser cell from the electron beam diode, the so-called hi-
bachi); a recirculator to cool and quiet the laser gas between shots, and long life
optical windows.

Typically, a single electron beam module must deliver 100 kA electron beam
current with a particle energy around 500 keV to the laser cell for a duration of
several 100 ns. Figure 7.4 shows a schematic of one half of the ELECTRA system
presently constructed at NRL-Washington [27].

This system uses a capacitor/step-up transformer prime power system that pulse
charges a pair of coaxial, water dielectric, pulse forming lines. The energy in the lines
is then switched into the electron beam diode load using laser-triggered spark-gaps.
A strong axial magnetic field is used to prevent pinching of the beam in the gas cell.

Fig. 7.4. One half of the ELECTRA pulsed power system: 500 kV, 100 kA, 100 ns flat-top
electron beam, 5 Hz repetition capability
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A general schematic of the diode, hibachi and gas cell is presented in Fig. 7.5.
Besides the cathode, the hibachi foil support structure is the key element for a long-
lived KrF-laser system. It must provide efficient and reliable electron beam injection
into the gas. Plasma sources based on carbon fibres or metal dielectric structures look
most promising as a durable electron source. To meet the high efficiencies required,
the cathode emission must be restricted to areas between the ribs of the hibachi struc-
ture. In addition, the cathode emitter must be counter rotated by a fixed amount to
compensate for the beam rotation in the axial magnetic guiding field.

Experiments have also shown that large area electron beams are subject to in-
stabilities which can lead to energy spread and large divergence of the accelerated
electrons [28]. To damp the RF oscillations, the cathode was built as a slow wave
structure by loading the gaps between the segmented cathode areas with resistive el-
ements. Long lifetimes (more than 108 pulses) of the hibachi foil are only possible if
it is cooled efficiently. A recirculator used for that purpose does not only have to cool
the foil and the laser gas but also has to quiet the gas before the next shot. A system
based on louvers has been designed at NRL [29] to solve this task. It guides the gas
stream towards the hibachi between shots and rapidly transfers the turbulent into a
laminar flow during the pulse by opening the louvers.

Intense laser emission from electron-beam-pumped ternary mixtures of Ar, N2,
and POPOP vapor was investigated [30]. Powerful laser output was observed at
381 nm from electron-beam-pumped ternary mixtures of argon, nitrogen and 2,2′-p-
phenylinebs<5-phenyloxazole (POPOP) dye vapor. The injection of the sub thresh-
old 380.5 nm N2-line into the electrically excited gain profile of POPOP vapor has
been identified as a pumping mechanism.

The radiative energy transfer from the electron-beam-excited N2 is apparently
responsible for the excitation of the dye vapor.

The apparatus used consisted of a high-temperature high-pressure vapor cell with
both electron-beam and optical access. The POPOP partial pressure in the cell was
controlled by adjusting the temperature of the cell assembly with an oven enclosure.
A prealigned plane-parallel optical resonator with high-reflectivity dielectric coat-

Fig. 7.5. Principal set-up of an electron beam pumped KrF-laser
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ings (R = 96% at 385 ± 10 nm, R = 70% at 360 nm) was located inside the cell.
The cell was isolated from the cathode of the electron-beam machine by a 0.075 mm
thick titanium foil. This foil acted both as a pressure barrier and as the anode of the
field-emission diode. A second 0.025 mm thick foil, located 0.3 cm away from the
first one inside the cell, was used as a thermal barrier to prevent condensation of dye
on the relatively cool anode foil. All experiments were performed on an S1 Apex I
machine, configured for this experiment to produce a beam of 1-MeV electrons with
a peak current of 28 kA in a triangular-shaped 30-nsec pulse, which corresponded to
an input energy of 500 J. The output from the cell was measured with a spectrograph
which had a 1 nm resolution. The output pulse was detected with a fast-vacuum pho-
todiode and a Tektronix R7912 transient digitizer. Intense laser emission at 381 nm
was observed in a 10 nsec pulse with less than 2 nm bandwidth and a 5 mrad beam
divergence from an electron-beam-excited ternary mixture of 5 Torr POPOP, 2 atm
Ar, and 4 atm N2. Without optimization output power in excess of 500 kW was ob-
served, indicating a conversion efficiency from deposited electronic energy into the
active volume to optical output of at least 0.3%.

7.3 Smith–Purcell Effect

7.3.1 Historical Development

Tera-Hertz (THz) electromagnetic radiation is produced using an effect first ex-
plained by S.J. Smith and E.M. Purcell in 1953. The Smith–Purcell effect describes
“Visible Light from Localized Surface Charges Moving Across a Grating”. This ef-
fect occurs over a broad range of spectral wavelengths, including visible through
millimetre wavelengths. The Smith–Purcell effect was the precursor of the free elec-
tron laser (FEL). Essentially, this is a form of Cherenkov radiation where the phase
velocity of the light has been altered by the periodic grating [31].

7.3.2 Electrophysical Fundamentals

The electron charge of the beam induces an image charge in the metal grating. Due
to the mechanical geometry of the grating bars and groves, this image charge oscil-
lates and this generates an electromagnetic field as a standing wave above the grating.
Since the electron is fast, this wave is coherent along the grating. The observed wave-
length of the emitted light depends on the grating period D and the observation angle
Θ with respect to the velocity vector of the electrons. This is given by

λ = D(β−1 − cos Θ), (7.12)

where β is v/c, i.e. the electron velocity divided by the speed of light.
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7.3.3 Present State

A strictly analytical approach explaining the Smith–Purcell effect is given by di Fran-
cia [32]. FEL systems were constructed by Walsh and his group using a conventional
SEM setup [33]. The “Tabletop”-SEM FEL setup of Vermont Photonics shines an
intense electron beam parallel to a mechanical grating of mm pitch. Changing the
electron beam voltage allows continuous tuning of the THz output wavelength from
100 μm to 1 mm wavelength.

Present solutions for the problem are huge electron accelerators [34]. Presently
worldwide 30 FEL installations using very high electron energies are installed, 10
are in development and further 10 are planned. However, the available beam time
and lines number is not sufficient to exploit many applications of THz radiation. The
most prominent characteristics of FEL are as follows.

Tunability by voltage and grating change. Using an undulator, a factor-of-10 tun-
able frequency range has already been demonstrated with the same accelerator, see
Fig. 7.6. High peak power, since waste energy is carried away at nearly the speed of
light and the lasing medium cannot be damaged by high optical fields. FELs can pro-
duce very high peak powers; gigawatt peak powers have been demonstrated. Flexible
pulse structure using mature RF technology of linear accelerators to manipulate and
control the FEL pulse structure. Picosecond pulses with sub-picosecond jitter can be
produced at a rate of 10/sec. FELs have a good laser characteristics achieved by a sin-
gle transverse mode, high spatial and temporal coherence, and flexible polarization
properties.

Because the gain medium is transparent at all wavelengths, FELs in principle can
produce radiation at any wavelength. In practice, electron beam energy, current, emit-
tance, and energy spread requirements become more stringent as the wavelength de-
creases, and the cost, size, and complexity of the FEL are therefore higher at shorter

Fig. 7.6. Schematic of a FEL installation in nuclear physics or national institute
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wavelengths. FELs can have significant emission at harmonics of the fundamental
frequency given by the resonance condition. The shortest wavelength achieved so far
in an FEL is 240 nm. FELs for scientific research have been restricted to the infrared
region. Now, there are proposals to build vacuum ultraviolet and X-ray FELs. Size
and cost of present FEL’s used principally in central facilities are huge. Tabletop and
portable powerful solutions are needed in the scientific and technical community.

7.3.4 Future Aspects for THZ Sources

Recent workshops require the development of a portable or small source for various
applications. One approach is to employ a modified SEMs, as described by Walsh
et al. [35, 36]. The power of the emitted light from a SP device can be calculated
depending on the assumed beam shape with different formulas, which describe the
linear power-gain regime [37, 38]. When achieving 1 to 218 μA currents in the beam,
the exponential gain regime for the emission power is reached [39–41]. The wave-
length regime from 8 μm to 1,400 mm can be covered with electron beam energies
below 1000 eV. Tuning the electron energy, even X-ray generation is possible. The
X-ray FEL is still under investigation since efficient S-P X-ray generation requires
relativistic e-beams having a transverse momentum and dimension whose product
approaches the Heisenberg uncertainty limit [42].

7.4 Millimetre and Infrared Light Sources

7.4.1 Historical Development

Millimetre and infrared light, and tera-hertz waves (THz) are electro-magnetic waves
and cover a wavelength regime of 100 mm to 1 μm. Figure 7.7 gives a schematic of
the dimensions of wavelength, frequency and energy for those radiations.

The propagation is governed by Maxwells equations. The interaction with matter
is correlated to the weak energy of THz photons. Diffraction and/or guiding prop-
erties of devices in the THz regime are linked to the sub-mm THz wavelength, also
called far infrared (FIR). Due to the period of THz waves in the picosecond regime,
ultra-fast phenomena in matter can be investigated. Measurements use the time do-
main spectroscopy.

Infrared radiation is electromagnetic radiation having a wavelength in the range
0.000075–0.1 cm. Infrared rays thus occupy that part of the electromagnetic spec-
trum with a frequency less than that of visible light and greater than that of most
radio waves, although there is some overlap. Infrared radiation is thermal (or heat)
radiation. It was first discovered in 1800 by Sir William Herschel, who was attempt-
ing to determine the part of the visible spectrum with the minimum associated heat in
connection with astronomical observations he was making. In 1847, A.H.L. Fizeau
and J.B.L. Foucault showed that infrared radiation has the same properties as vis-
ible light, being reflected, refracted, and capable of forming an interference pat-
tern. Infrared radiation is typically produced by objects whose temperature is above
10 K [43].
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Fig. 7.7. Ranges of wavelength, frequency and energy for mm, THz, and IR radiations. Also,
the attenuation in dB/km is given versus the wavelength

7.4.2 Generation of IR Radiation

Visible light is emitted from sources with a temperature of above 1900 K, as a candle
does. The temperature of a human body emits radiation with a wavelength of 8 μm
to 9 μm and can be observed only with an IR detecting camera or sensor. Typically,
all hot surfaces emit IR radiation. Intensive IR lamps are incandescent lamps, which
are generally used with a special filter to block out the visible spectrum.

7.4.3 IR Applications

There are many applications of infrared radiation. A number of these are analogous
to similar uses of visible light. Thus, the spectrum of a substance in the infrared
range can be used in chemical analysis. Radiation at discrete wavelengths in the
infrared range is a characteristic of many molecules. The temperature of a distant
object can also be determined by analysis of the infrared radiation from the object.
Radiometers operating in the infrared range serve as the basis for many instruments,
including heat-seeking devices in missiles and devices for spotting and photograph-
ing persons and objects in the dark or in fog [44]. Medical uses of infrared radiation
range from the simple heat lamp to the technique of thermal imaging, or thermogra-
phy. A thermograph of a person can show areas of the body where the temperature is
much higher or lower than normal, thus indicating some medical problem. Thermog-
raphy has also been used in industry and other applications. The higher sensitivity
of longer-wavelength allows doctors to detect tumors using thermography, or heat
analysis. It allows pilots to make better landings with improved night vision, and
environmental scientists to monitor pollution and weather patterns [45]. Thermal
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Fig. 7.8. Left: black and white image of a man’s head in visible light, left, and the IR image,
right. Right: airplane after takeoff with clearly shown jets and also hot tires of the wheels

insulation survey of buildings is performed. Other possible uses include law enforce-
ment, search and rescue, and industrial process control [46].

In quantum detectors the THz photon excites an electron from a filled state into
an empty state, for example, between an impurity state and the conduction band in
a semiconductor (Ge:Ga, InSb, etc.) [47]. The sensitivity of such detectors is high:
10−12–10−13 W/%Hz at 0.3 to 5 THz; however, they need cooling to a very low
temperature (4 K or less), which is obtained by very small Stirling coolers, now com-
mercially obtainable [48].

Figure 7.8 shows (left) the black and white image of a man’s head in visible light,
left, and the IR image, right. The photo on the right shows an airplane after takeoff
with clearly shown jets and also hot tires of the wheels. A new infrared video camera
with Infrared Focal Plane Array Technology uses quantum-well infrared photodetec-
tors. The array is designed to detect infrared radiation of 8- to 10-μm wavelength.
The camera is capable of detecting a temperature difference of 0.01◦C.

7.4.4 Generation of THZ Radiation

The shortest wavelength achieved so far in an FEL is 240 nm. FELs for scientific
research have been restricted to the infrared region. Now, there are proposals to build
vacuum ultraviolet and X-ray FELs. Size and cost of present FEL’s used principally
in central facilities are huge. Tabletop and portable powerful solutions are needed in
the scientific and technical community.

7.4.5 THz Applications

Applications are in the fields of spectroscopy and imaging. Radio astronomy em-
ploys remote space observatories in the FIR and THz regime with super-conducting
detectors, cold mirrors and m2 collecting aperture. Terahertz devices peer through
paper and clothing, revealing concealed weapons and explosives.
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Molecular vibrations in solids are used to measure spectroscopic fingerprints of
molecules and compounds [49]. In biology especially unstained DNA analysis is the
goal and theoretically predicted as a possibility [50]. Also, binding states can be de-
tected and analysed. Also, single base mutations in chromosomes can be detected
and help to distinguish inherited diseases. Medical applications are: tissue analysis
[51], especially for cancer diagnostics in pathology [52], medical treatments with-
out radiation damage of the surrounding tissue, imaging of human tooth for caries
detection.

Other important applications are in defence and security, observation of status of
materials, e.g. cracks in the foam insulation of the American space shuttles, detection
of explosives and detonation chemicals, detection and analysis of drugs, screening of
passengers for hidden metals, short range communications in combat, biological and
chemical agent detection, toxic and chemical mapping and identification after bomb
explosion.

Environment and materials applications to investigate surfaces and interfaces
with THz dark field radar [53]. THZ radiation using eV to meV photons only warm
up the samples a little, since the total output power of today’s sources ranges in av-
erage 0.1 to 100 W DC. So far the technology lacks a portable and bright in a wide
range tuneable THz-radiation source. Military and research agencies offer big money
for a solution.

The analysis is simplified by a high chemical specificity. To characterize special
compounds, an internationally accessible library of THz spectral signatures has to
be built up. The fingerprint spectra of the compound contain rotational lines (gas);
phonon bands (crystal); large amplitude collective modes (macromolecules). The
presence of spectral signatures leads to non-subjective algorithms. The frequency
regime for the THz fingerprint of matter is given in Fig. 7.9

For analysing the mechanical roughness of surfaces, a THz radiation source ca-
pable of emitting 300 μm radiation is sufficient and can image roughness above this
wavelength, since the imaging system cannot see all the scattered noise from objects
of the size of shorter wavelength.

THz screening is non-invasive, non-destructive, non-detectable, since THz is
non-ionising. Very low power levels �1 mW/cm2 are for sensing are required. Many
common, non-metallic container, shipping, and clothing materials have sufficient
transmission for spectroscopy of their contents. Investigations have identified strong
spectral features and fingerprints of explosives and drugs.

Preferred applications are: automated threat detection and personnel screening,
molecular analysis of tissue, chemicals and fast screening of reactions without the
need of a tracer or fluorescent addition to the reacting molecules.

Today one observes a rapid roll-off of the performance of electronic devices
above 100 GHz. New more powerful sources are developed. For THz-radiation gen-
eration mostly negative differential conductance devices and transit time limited de-
vices are employed, e.g. Gunn diodes, avalanche and transit time devices like Impatt
diodes, and superlattice devices which use Bloch oscillations in a miniband and tran-
sit time limitation in the active region. Semiconductor heterostructure engineering
with bandgap-, eigenstates-, and carrier-lifetime engineering are developed. Transis-
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Fig. 7.9. Frequency regime for the THz fingerprint of matter with examples

tors with high mobility 2D electron gas n(HFET’s) [54, 55], as well as transistors
called n(HFET).

Quantum cascade lasers [56] generate THz radiation in the wavelength region 3.5
to 160 μm in pulse mode at RT and continuous mode at 77 K with tens of mW out-
put power. Operation at room temperature is the challenge. Inter-subband transitions
are used and the cascade scheme, where more phonons per electron are generated.
A narrow linewidth of 4.6 THz is obtained.

Resonant tunnelling diodes are a low power source at 712 GHz, also Heterostruc-
ture Barrier Varactors.

Photomixing is employed for emitters and detectors. Powerful sources are minia-
turized synchrotrons and beam transmission lines. The classic sources for THz-
radiation generation are the large synchrotron and accelerator facilities which employ
wigglers and Smith–Purcell grating sources and deliver mW to W output intensity.
Those institutions presently offer their beam and experimental facility locations for
measurements at a rate in the range of 1000 US$ per day to companies and research
organisations.

7.4.6 Further Developments

To make THz spectroscopy, analysis and imaging a viable technology, however, a
portable source is needed. Presently photonic sources are femto-second-laser based
systems at cost 100–150 k$. Continuous wave diode laser sources cost half of this.
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Wanted is a cheaper, more compact source, e.g. sub-GHz by a microelectronic ap-
proach, but will it be cheaper? Are quantum cascade lasers a solution?

7.4.7 Detection of THz Radiation

Several different detectors are in use: terahertz materials-metamaterials with nega-
tive refractive index and negative permittivity [57] and photonic bandgap materials.
Others are: antenna-amplifier arrays, bolometers and optical 2 wave mixing for gen-
eration of photoconductivity in semiconductors, or using single electron transistors
as detectors [58]. Those allow to detect 10−17 W/sqrt Hz at 500 GHz but at 70 mK.

7.5 Visible Light Sources

7.5.1 History and Introduction

The development of electrical visible light sources started with the invention and pro-
duction of the incandescent lamps in 1880. Major improvements have been achieved
over the past decades with respect to lamp efficiency, lifetime and colour proper-
ties, see Fig. 7.10. Further aspects like miniaturization and environmental aspects
are some of the market drivers for the development of new and innovative products.

Incandescent lamps deliver thermal emission of radiation close to thermal equi-
librium, low and high-pressure discharge lamps yield atomic and molecular emission
from gas discharges, and LEDs emit light from solid state diodes. The latter type will
not be addressed in this paper.

Fig. 7.10. Temporal development of luminous efficiencies of electrical light sources



7 Infrared, Light, Ultraviolet, Laser- and X-ray-Tubes 323

7.5.2 Incandescent Lamps

The incandescent lamp is the oldest electrical light source with the largest market
segment of about 11 billion pieces world-wide. It is used especially where small
lumen packages are needed and where simple, cheap and compact lighting solutions
are preferred [59].

Normal Incandescent Lamps

In incandescent lamps photons are produced by the electrical heating of a metal wire.
Its high temperature results in radiation emission in the visible part of the spectrum.

According to Planck’s law, the filament of an incandescent lamp must be heated
up to at least 2400 K for production of a white emission spectrum. The metal wire
is mounted in a glass bulb filled with an inert gas, as indicated in Fig. 7.11. Higher
filament temperatures could render more efficient conversion of electrical energy
into visible light, but would reduce lamp life due to enhanced metal evaporation. For
this reason, the filaments of incandescent lamps are made of tungsten having a high
melting point and a low vapor pressure. Lamp lifetime can be further improved by
the reduction of the tungsten evaporation rate when adding rare gases such as krypton
or xenon. Halogens are used for realizing a regenerative cycle in order to effectively
transport back tungsten to the filament.

In normal incandescent lamps tungsten evaporates off the filament and condenses
on the bulb wall, resulting in a reduced lumen output over lamp life. This is reduced
when iodine, bromine or chlorine is added to the gas filling. The halogens are form-
ing volatile tungsten compounds at the glass wall being transported back to the hot
filament where the tungsten halides are decomposed again, see Fig. 7.11 right side.
As a result of lowering the net evaporation rate of tungsten, the filament of halogen
lamps can be operated at higher temperature as compared to standard incandescent

Fig. 7.11. Left: schematic drawing of an incandescent lamp. Right: schematic of chemical
transport cycle in tungsten halogen lamps
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lamps. Consequently, luminous efficiencies can be increased at reduced lamp size,
which is relevant for applications in compact reflectors.

7.5.3 Gas Discharge Lamps

A gaseous discharge (plasma) is obtained by driving an electric current between two
adjacent electrodes through a partially ionized gas enclosed in a discharge tube, typ-
ically made of quartz. Also, pulsed discharges with a dielectric barrier between the
electrodes and the plasma are used for plasma display applications. Also, electrode-
less microwave excited discharges can be used as light sources.

Many physical factors influence the electrical and light technical properties of a
gas discharge, such as the type and pressure of the gas, electrode material, operating
temperature of the electrodes, shape and surface structure of the electrodes, electrode
distance, geometry of the discharge vessel, and current density. For the purpose of
light generation, two basic types are distinguished: low-pressure and high-pressure
discharge lamps. For lighting applications, both are operated in the arc discharge
mode, which is characterized by high current densities, more than 1 A/cm2. Electric
currents are limited by using inductances or electronic ballasts [60].

In low-pressure discharge lamps, the gas pressure is typically less than 100 Pa.
Consequently, the mean free path length of electrons is larger or in the order of
the discharge tube diameter, e.g. a few cm. Under these conditions, they gain high
energies of more than 1 eV from the applied electric field due to low collision rates
with the neutral gas atoms. Finally, the cold atoms are effectively excited by inelastic
collisions with the hot electrons. The temperature difference of electrons and atoms
reflects the situation of non-thermal equilibrium, as shown in Fig. 7.12.

In high-pressure discharge lamps the operating pressure is typically in the range
between 10 kPa and 10 MPa. Under these conditions, collisions between electrons
and atoms or ions are much more frequent, and a local thermal equilibrium (LTE)
with close by or equal particle temperatures is established.

In low-pressure gas discharge lamps, atomic line radiation is emitted prefer-
ably from resonance transitions of the element with the lowest excitation potential.

Fig. 7.12. Temperatures of electrons and neutral gas as a function of gas pressure
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For mercury these transitions are in the deep UV wavelength region at 185 nm and
254 nm, whereas from sodium visible radiation at 589 nm is emitted.

In high-pressure discharge lamps various contributions to the spectrum are ob-
tained: spectrally broadened atomic lines (resonance-, Van der Waals- and Stark-
broadening), molecular radiation bands and quasi-continuous emission due to free-
free (Bremsstrahlung) and free-bound (recombination of electrons with ions and
atoms) transitions. As a result, the colour rendering properties of high-pressure dis-
charge lamps are fair to excellent, depending on the type of filling [61].

Review of Gas Discharge Lamps

Table 7.2 gives a review of the most relevant types of gas discharge lamps. The
light sources differ with respect to the emission spectra and application fields. Lu-
minescent materials are applied for conversion of UV-radiation into visible light for
low-pressure mercury, sodium and xenon excimer lamps.

Low-Pressure Mercury Lamps

In Fig. 7.13 the working principle of a low-pressure mercury lamp (also known as
fluorescent lamp) is shown. They are designed in the form of a linear or bended tubu-
lar bulb with the electrodes sealed in at the end parts. Also, electrodeless lamps are
available, where the electrical energy is coupled inductively into the discharge vessel
via externally mounted metal coils. A rare gas, e.g. argon, is filled as starting gas in
addition to a few mg of mercury. At low pressures in the order of a few pascals, about
97% of the emission from Hg atoms is in the ultraviolet wavelength region. There-
fore, the inner surface of the bulb is coated with a fluorescent powder (phosphor),
which efficiently converts the UV radiation into visible light. The composition of the
phosphor materials determines the spectral power distribution and colour of emitted
wavelengths.

Table 7.2. Review of basic types of gas discharge lamps
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Fig. 7.13. Schematic of a low-pressure mercury discharge (fluorescent) lamp

The generation of UV photons arises from transitions of mercury atoms between
the excited state levels 1P1, 3P1 and the ground state level 1S0. About 64% of the
electrical input power is converted into UV photons at a wavelength of 185 nm and
254 nm. Only 3% are directly emitted as visible light (405 nm, 436 nm, 546 nm and
589 nm). Although the quantum efficiencies of applied phosphors are close to unity,
i.e. one UV photon is converted into one visible photon, the overall efficiency for
visible radiation is only 28% due to the large Stokes shift. This value corresponds to
a luminous efficiency of about 100 lm/W.

Typical ranges of fluorescent lamp parameters are: electrical input power up to
140 W, luminous efficiency up to 100 lm/W, colour temperature between 2700 K and
8000 K. The lamps are available in various geometries, e.g. cylindrical, circular or
U-shaped tubes. The latter are also known as energy saving or compact fluorescent
lamps. Depending on lamp construction, lifetime ranges from 5000 to 25 000 hours.

7.5.4 Fluorescent Coatings

The fluorescent powder or phosphor is an essential part of a fluorescent lamp since
it is designed to obtain the required visible radiation. It is coated onto the inner side
of the glass tube in order to effectively absorb UV photons from the discharge. The
powder consists of one or several luminescent materials, which are in general inor-
ganic compounds doped by transition metals (e.g. Mn2+, Mn4+) or rare-earth ions
(e.g. Tb3+, Eu3+). The composition of the fluorescent powder is optimized for an ef-
ficient absorption of the atomic resonance lines of mercury. In addition, it efficiently
emits photons in the required visible spectrum. In some cases the fluorescent compo-
sition also consists of a so-called sensitizers (e.g. Ce3+). It is used if the first dopant
(the activator) does not sufficiently absorb the UV radiation of mercury. The light
conversion process begins with the absorption of incident photons either by the acti-
vator or the sensitiser. In the latter case, the energy is subsequently transferred to the
activator. The excited activator ion, for instance Eu3+, decays to the ground state by
emitting a photon. Its wavelength corresponds to the energy gap between the excited
and ground state. The energy difference between the emitted and the absorbed pho-
ton represents the Stokes shift. This energy loss of about 50% is dissipated as heat in
the fluorescent powder.
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Table 7.3. Review of most commonly used luminescent materials in fluorescent lamps

Composition of Emitted peak Color point Example of
luminescent wavelength x, ya application area
materials (nm) (after CIE 1931)
LaB3O6:Bi,Gd 311 – medical lamps
LaPO4:Ce 320 – tanning lamps
BaSi2O5:Pb 350 – tanning lamps
SrB4O7:Eu 368 – black light lamps
Sr2P2O7:Eu 420 0.167, 0.014 reprography lamps
BaMgAl10O17:Eu 453 0.150, 0.070 colour 80 lampsb

Zn2SiO4:Mn 530 0.256, 0.700 decoration lamps
LaPO4:Ce,Tb 543 0.343, 0.585 colour 80 lampsa

CeMgAl11O19:Tb 543 0.350, 0.582 colour 80 lampsa

GdMgB5O10:Ce,Tb 543 0.346, 0.531 colour 80 lampsa

Y3Al5O12:Ce 560 0.453, 0.523 colour 90 lampsa

Ca5(PO4)3(F,Cl):Sb, 575 0.356, 0.377 halophosphate lamps
Mn
Y2O3:Eu 611 0.643, 0.344 colour 80 lampsa

GdMgB5O10:Ce,Tb, 630 0.602, 0.382 colour 90 lampsa

Mn
Mg4GeO5,5F:Mn 660 0.700, 0.287 decoration lamps

a At 254 nm excitation
b See text

Today, fluorescent materials compositions with quantum efficiency close to unity
are commercially available. Table 7.3 gives a review of most commonly used phos-
phors, their characteristics and examples of application areas. For illumination pur-
poses, halophosphate phosphors are still favoured. They yield a white emission spec-
trum with a reasonable efficiency and colour rendering. However, a trichromatic
phosphor blend results in improved lamp efficiency and better colour rendition. An
ordinary phosphor blend comprises BaMgAl10O17:Eu, LaPO4:CeTb, and Y2O3:Eu.
In Table 7.3 such so-called colour 80 lamps are indicated with an asterisk. They
exhibit a spectral power distribution as shown in Fig. 7.14.

A further improvement of color rendition is obtained by using a tetra- or pen-
tachromatic phosphor blend. Colour 90 lamps additionally consist of phosphors with
an emission band position where the trichromatic phosphor blend does not radiate,
viz. in the yellow (Y3Al5O12:Ce) and deep red (GdMgB5O10:Ce,Tb,Mn) part of the
spectrum.

Today, the tuneability of fluorescent lamp spectra results in many other applica-
tion areas beyond illumination, such as medical and cosmetic skin treatment, dec-
oration, reprography and horticultural lighting. The latter, for instance, comprises a
dichromatic phosphor blend consisting of BaMgAl10O17:Eu and Y2O3:Eu. Its emis-
sion spectrum is optimised with respect to the action spectrum for photosynthesis of
green plants.
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Fig. 7.14. Spectrum of colour 80 fluorescent lamp comprising a blend out of
BaMgAl10O17:Eu, LaPO4:Ce,Tb, and Y2O3:Eu

Other Low-Pressure Discharge Lamps

The main difference of low-pressure sodium lamps to mercury lamps is given by the
fact that sodium significantly emits radiation directly in the visible spectrum. The Na
D-lines deliver almost monochromatic yellow light from the doublet at 589.0 nm and
589.6 nm. Furthermore, the melting point of Na is higher compared to Hg resulting in
an optimal operating temperature of about 530 K. At these temperatures the Na metal
is highly reactive. Therefore, a chemically stable wall material like quartz (SiO2) or
alumina (Al2O3) is required. As indicated in Fig. 7.15, thermal losses are reduced by
mounting the discharge tube inside an evacuated outer bulb.

Due to the low excitation energies and convenient spectral position of the Na
D-lines, these lamps exhibit the highest ever achieved luminous efficiency. At a
discharge power of 200 W values of 200 lm/W at an overall system efficiency of
172 lm/W are realized. Unfortunately, a low rendition of colours is obtained due to
missing emission at other wavelengths, e.g. in the blue, green and red part of the
spectrum. For this reason the application of low-pressure sodium lamps is limited
mainly to street and outdoor lighting where high efficiencies and long lifetime of
about 20 000 hours are required. The poor colour rendition can be further improved
by increasing the sodium vapor pressure to atmospheric values. In high-pressure
sodium lamps, the Na D-lines are spectrally broadened, as described in the section
below.

Besides low-pressure mercury and sodium lamps also other types of radiators
such as neon and xenon are known. For example, low-pressure neon lamps are ap-
plied in automotive brake lights and advertisement lighting. Excimer UV-radiation
from xenon is used in plasma displays and flat backlights, photocopier lamps and
UV-purification devices. Here, atomic and molecular radiation of xenon at 147 nm
and 172 nm is emitted, respectively. A major advantage of these discharges is their
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Fig. 7.15. Build up of a low-pressure sodium lamp

fast switching behaviour since in contrast to mercury and sodium, xenon is already
in the vapor state.

7.5.5 High-Pressure Discharge Lamps

When raising the pressure in a low-pressure discharge, the rate of elastic collisions
increases. Although each collision transfers only little energy to heavy particles, the
plasma is heated effectively due to large particle densities. As a result, a plasma
temperature gradient establishes in order to sustain central plasma temperatures in
the range between 4000 and 10 000 K. The heat flux along the temperature gradient to
the discharge wall represents a thermal loss of energy limiting the radiation efficiency
to around 60%. Selective emission of the plasma arc is used for efficient visible
radiation. High-pressure discharge lamps contain metals like mercury or sodium.

In the so-called metal halide lamps also other efficient radiators are added to the
lamp filling. Different combinations of metals generate visible radiation with vari-
ous colours and radiant efficiencies. Theoretically, at least, no fewer than 50 different
metals, typically dosed in the form of metal halide compounds, can be used as addi-
tives. Lamp manufacturers have introduced various combinations on the market with
a wide range of applications.

In high-pressure sodium and metal halide lamps a major technical breakthrough
has been realized by the introduction of polycrystalline alumina (PCA) – a sintered
Al2O3 ceramic – as a wall material. Compared to quartz, it is much more chemical
resistant against hot sodium vapor. Therefore, PCA is used as a wall material in
high-pressure sodium lamps. Generally, ceramic materials allow lamp operation at
high wall temperatures resulting in an effective evaporation of the salt fillings. In
contrast, lamps with quartz envelopes are limited to maximum wall temperatures of
about 1370 K due to re-crystallization effects. However, the design of PCA lamps
and vacuum tight sealing of electrodes is more complicated as compared to quartz
due to inconvenient thermal expansion behaviour and brittleness.
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High-Pressure Mercury Lamps

In Fig. 7.16 (left) the construction of a high-pressure mercury lamp is illustrated. The
discharge tube is filled with mercury and argon as a starting gas. The discharge ves-
sel is mounted in an evacuated outer bulb in order to reduce thermal losses. Ignition
of the plasma is realized by applying a high voltage pulse in the order of several kV.
After ignition, the plasma enters the arc regime which is characterized by a low op-
erating voltage (about 20 V) and high discharge current (>1 A). At this stage, the
lamp is mainly emitting UV radiation from mercury at 254 nm and some light from
the starting gas. As a result of thermal losses from the plasma, wall temperature in-
creases with time causing enhanced evaporation of the liquid mercury. With a further
increase in mercury vapor pressure, the radiated energy is concentrated progressively
towards spectral lines of longer wavelengths since higher lying energy levels are ex-
cited. The run-up of the lamp enters a steady-state phase when a mercury pressure of
typically 200–1000 kPa is established. Even at these pressures, part of the emission
is in the UV region which can be converted into visible light by coating the inner sur-
face of the outer bulb with a fluorescent powder, e.g. YVO4:Eu. Besides efficiency,
also colour rendering is improved significantly.

In high-pressure discharge lamps, mercury is introduced also as a so-called buffer
gas resulting in elastically scattering of electrons by mercury atoms. By this mech-
anism, a low electrical conductivity of the plasma is adjusted. According to Ohm’s
law, electrical field strengths on the order of several 10 V/mm are present in the dis-
charge column. Typically, lamp voltages in the range of 60–90 V are needed since
at a given electrical input power only moderate discharge currents can be tolerated
over lamp life. Electrode temperatures are in the range between 2400 and 3500 K, the

Fig. 7.16. Left: construction of a high-pressure mercury lamp. The inner surface of the outer
bulb may be coated with a phosphor additionally converting UV radiation into visible light.
Right: spectrum of a high-pressure mercury lamp
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electrons being generated thermionically. For mercury both properties – its volatile
character enabling large atom densities and its large cross-section for elastic elec-
tron scattering – are unique. Unfortunately, mercury is an environmental hazard and
the lighting industry aims for the realization of mercury-free products in the near
future [59].

High-pressure mercury lamps are used in various indoor and outdoor applica-
tions. The power ranges from 50 up to 1000 W with luminous efficiencies around
50–60 lm/W. Colour rendition is only moderate to poor. Colour temperatures range
from 3400 to 6000 K.

A recent development of a high-pressure mercury discharge is the UHP lamp,
which was invented by PHILIPS in the 1990s. This lamp has a very high operating
mercury pressure (about 2 × 107 Pa) and a short arc length of about 1 mm only.
This point-like white light source is applied in TV projection systems and beamers.
In contrast to conventional high-pressure mercury lamps, a significant part of the
visible radiation is generated not only by pressure broadened atomic mercury lines
but also by Hg2 molecules. UHP lamps are available on the market in the power range
between 100 and 250 W. One of the key issues of UHP lamps is to maintain stable
properties of the plasma and electrodes for several thousands of hours. As lined out in
the next section, this can be achieved by adjusting a so-called regenerative chemical
cycle: evaporated tungsten is transported back onto the electrodes via compounds
including oxygen and bromine. Furthermore, UHP lamps have to be operated with
special electronic devices in order to control electrode erosion and arc jumping.

Metal Halide Discharge Lamps

The construction of metal halide lamps is quite similar to high-pressure mercury
lamps. Besides mercury and argon, metal halides are added to the lamp fill. Large
particle densities are needed for efficient radiation emission in the visible spectrum.
Metal halides are also less aggressive with respect to wall corrosion as compared to
the pure metals.

Three main groups of metal halide lamps are distinguished: multi-line radia-
tors, molecular radiators and three-band colour radiators. In the first type rare-earth
halides like DyX3, HoX3, TmX3 or ScX3 (X = I, Br) are added to the lamp filling.
These species have a large number of transitions at low mean excitation energy. Such
plasmas efficiently emit multi-line radiation in the visible spectrum. Typically, NaI
and TlI are added to such lamp fillings to improve luminous efficiency and colour
properties. The second type is based on molecular radiators like SnI2 or SnCl2, which
produce a quasi-continuous spectrum. The third class comprises mixtures of NaI, TlI
and InI3. The resulting spectra consist of three colour bands in the yellow, green and
blue, respectively.

In Fig. 7.17 the spectra of these basic lamp types are shown. Application areas are
found for various indoor and outdoor lighting purposes. The electrical input power
ranges from 35 to more than 1000 W. Metal halide lamps deliver high luminous effi-
ciencies of up to 100 lm/W and good to excellent colour rendition. Lifetime is up to
20 000 h, depending on the type of filling.
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A specialty of the lamp types of Fig. 7.17 (right) and Fig. 7.18 (left) is the intro-
duction of a metal halide cycle. This principle is illustrated in Fig. 7.18 (right). When
a metal halide lamp first starts, the spectrum is initially that of mercury and starting
gas vapor, since the halides remain unevaporated at the cold discharge tube wall. As
the wall temperature increases, the metal halides melt and begin to vaporize. Diffu-
sion and convection cause a transport of the vapor species into the hot region of the
arc. Here, the halide compounds dissociate into halogen and metal atoms. As shown
in Fig. 7.18 (right), different halides dissociate at indicated temperatures. The metal
atoms are excited at the hot plasma centre having a temperature of about 5000 K
where the main contribution of atomic radiation is emitted. The metal and halogen
atoms then move towards colder regions near the discharge wall where they recom-
bine and once again form the halide compound. This cycle repeats itself continu-

Fig. 7.17. Left: spectrum of a NaI/TlI/DyI3/HoI3/TmI3 lamp for sports and flood lighting.
Right: spectrum of a SnI2/SnCl2 lamp for studio and theatre lighting

Fig. 7.18. Left: spectrum of a three-band colour (NaI, Tl, InI3) metal halide lamp. The lithium
line is due to the presence of impurities in the wall material (quartz). Right: schematic dia-
gram of the halide cycle of a three-band colour metal halide lamp (NaI, TlI, InI3). The values
indicate temperatures of wall, arc centre and dissociation of molecules
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ously. When adding oxygen and bromine, for example, also a regenerative tungsten
cycle can be realized which significantly prevents the lamps from wall blackening.

As already mentioned, a recent improvement of metal halide lamps was achieved
by the introduction of polycrystalline alumina (PCA) as a wall material instead of
quartz. Such lamps exhibit excellent colour stability and long lamp life. Unfortu-
nately, they are not suitable for optical applications, e.g. in projection systems. The
reason is the translucent property of PCA resulting from multiple scattering of pho-
tons at grains and pores. Nevertheless, the total transmission for visible light is nearly
95%. Also application of PCA to high power metal halide lamps is limited: cracking
of the discharge tube induced by thermal shock and expansion, especially during run-
up or when switching off the lamps, is observed. In the lighting industry, the applica-
bility of ceramic wall materials is still an actual field in research and development of
modern light sources. Furthermore, upcoming legislation initiated several activities
on the replacement of mercury in this type of discharge by non-toxic materials [59].
The first mercury-free metal halide lamp for automotive headlight application was
introduced to the market by Philips in 2004.

Other High-Pressure Discharge Lamps

Besides high-pressure mercury and metal halide lamps, the so-called blended-light-
lamp is a derivative of the conventional high-pressure mercury lamp. It has a built-in
ballast in the form of a tungsten filament connected in series with the discharge.
Therefore, radiation from plasma and filament combine (or blend). However, the
improved colour property is realized at the expense of reduced system efficiency.

In high-pressure sodium lamps, broadening of the D-lines results in improved
colour quality compared to the low-pressure version. Luminous efficiencies of up to
130 lm/W are obtained. Using PCA instead of quartz dramatically improves lamp
life and stability of the spectra since it withstands the aggressive Na vapor.

Another class of high-pressure discharge lamps is represented by the sulphur
lamp, invented by Turner et al. at FUSION SYSTEMS in 1994. The advantage of
this lamp is a long life at high luminous efficiency with electrodeless operation. Sul-
phur lamps are excited by a microwave generator at a wavelength of 2.45 GHz. The
electrical input power is in the order of several kW. The spherical bulb having a
diameter of about 30 mm is filled with sulphur powder. At continuous operation, a
sun-like white light is emitted by S2 molecules having a partial pressure of about
600 kPa. High efficiencies of the discharge of about 170 lm/W can be realized since
at these pressures UV radiation of the sulphur molecules is reabsorbed by the plasma.
Thus, radiation emission mainly occurs in the visible part of the spectrum. A techni-
cal drawback of microwave lamps is the quite low energy efficiency of the generator
of about 65%. Therefore, the overall efficiency of the system is reduced to about
100 lm/W. Finally, sulphur lamps turned out not to be competitive with conventional
metal halide lamps. However, electrodeless discharge lamps are still a hot topic in
the lighting industry. One advantage of these systems is their potentially long life
due to the lack of plasma interaction with electrodes. Light may be distributed by so-
called light engines which are coupled to light guiding pipes. This technique could
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Table 7.4. Electrical and light technical data of basic types of visible light sources

Light source Electrical input Luminous flux Luminous Colour rendering
power (lm) efficacy quality
(W) (lm/W)

Incandescent 10–1000 80–15 000 8–15 excellent
Halogen 20–2000 300–60 000 15–30 excellent
Low-pressure 7–150 350–15 000 50–100 good
Hg discharge
High-pressure 50–1000 2000–60 000 40–60 good
Hg discharge
Metal-halide 20–2000 1600–24 000 80–120 good to
discharge excellent
Low-pressure 20–200 2000–40 000 100–200 poor
Na discharge
High-pressure 40–1000 1600–14 000 40–140 moderate
Na discharge to good
Sulphur up to 5000 up to 450 000 80–90 good
microwave (system)
discharge
White dichromatic 1–5 20–150 20–30 good
inorganic LED
White trichromatic 1 20–25 20–25 excellent
inorganic LED
Organic LED 15 mW 0.25 lm 15 good
(at 1,000 cd/m2) (per cm2) (per cm2)

be advantageous for industrial and general lighting applications, e.g. where central
light sources are preferred as compared to conventional distributed lighting systems.

7.5.6 General Light Source Survey

Table 7.4 gives a summary over main types of visible light sources together with
selected electrical and light technical properties.

7.6 Ultraviolet Light Sources

7.6.1 Introduction

Ultraviolet (UV) light extends from the visible to the X-ray region of the electro-
magnetic spectrum and is divided in spectral regions UVA, UVB and UVC. This is
relevant, e.g. for medical skin treatment and sun tanning studios. The CIE definition
is 315 to 400 nm for UVA, 280 to 315 nm for UVB, and 100 to 280 nm for UVC.
The region from 200 to 280 nm may be called far ultraviolet (FUV). The term vac-
uum ultraviolet (VUV) is used for the region 100 to 200 nm. Wavelengths of 105
and 110 nm are the shortest cut-off wavelengths for optical windows (LiF or MgF2,
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respectively) and can be used to distinguish between “extreme ultraviolet” (XUV)
with λ < 110 nm and VUV. Note that the term vacuum ultraviolet may be mislead-
ing in the sense that absorption of air sets in at about 200 nm only because of the
Schumann–Runge bands (B to X transition) of molecular oxygen and if pure nitro-
gen or rare gases are used to purge the optical system, electromagnetic radiation may
propagate through dense gases without significant absorption down to wavelengths
as short as 60 nm, corresponding to the first excitation energy of helium atoms. The
expressions deep UV and extreme UV (EUV) are used in photolithography for the
VUV and soft X-rays (λ = 13.6 nm), respectively.

From the various types of UV light sources only portable, sealed-off devices are
described here. A broader description of vacuum ultraviolet technology, including
e.g. synchrotron sources, can be found in [62] and [63]. Laser induced plasmas are
incoherent VUV and XUV sources but will also not be discussed here.

7.6.2 Thermal Tungsten Lamps for Intensity Calibration

Although the intensity of thermal radiation decreases rapidly towards short wave-
lengths according to Planck’s law (see formula (7.1) and Fig. 7.1 in Sect. 7.1.1), there
is an important wavelength region around 300 nm in which thermal emitters overlap
with other sources such as deuterium lamps, which will be discussed below. This
allows intensity calibrations in the UV and VUV regions if an absolutely calibrated
thermal emitter is used in combination with a UV light source for which the relative
intensities in the emission spectrum is known. The emission of a tungsten strip lamp
is shown in Fig. 7.1 together with black body radiation. This lamp is calibrated down
to 250 nm, and the emission from deuterium lamps has been calibrated up to 350 nm
(see next paragraph). This allows intensity calibration of optical systems from 115
to 2600 nm using these two light sources.

7.6.3 Deuterium Lamps

Deuterium lamps are the most widely used broad-band ultraviolet light sources.
Their emission spectrum consists of a combination of several hydrogen molecular
bands and continua which are emitted between 120 and 500 nm [63], p. 96. The in-
tensity at wavelengths longer than 350 nm, however, is very low. The Lyman-α line
at 121.57 nm is the only pronounced atomic line radiation in the spectrum. The so-
called Lyman- and Werner bands which are due to B to X and C to X transitions,
respectively, cover the wavelength range from 120 to 130 and 140 to 170 nm, re-
spectively. The structureless continuum at wavelengths longer than 170 nm is due to
the radiative decay of the molecular state a (3�+

g ) to the repulsive b (3�+
u ) state.

A spectrum emitted from a deuterium lamp is shown in Fig. 7.19.
Deuterium lamps are commercially available in various forms as sealed off dis-

charge lamps. Their short wavelength cut-off is determined by the material of the
output window. Quartz cut-off is at about 160 nm and MgF2 at about 110 nm (see
Fig. 7.19). The lamps are normally dc arc lamps which are started by use of a hot
filament and 300 to 600 V starting voltage. Typical operation conditions are 300 mA
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Fig. 7.19. Emission spectrum from a deuterium lamp in the VUV spectral region. The spec-
trum has not been corrected by the response function of the monochromator detector system.
An assignment of the emission bands is given in the text. The line at 121 nm is the Lyman-α
line of atomic hydrogen

current and 80 V voltage drop (24 W), and wall plug power is about 100 W. The arc
burns between an anode plate and a box-shaped cathode with two openings which
define an optical axis. One opening constricts the arc to about 1 mm diameter, and
the light is emitted through the second opening of the cathode box. The filament is
mounted inside the cathode box, displaced from the optical axis. Besides the stan-
dard lamps, water cooled high power devices are available. The shape of the emission
spectrum of deuterium lamps has been studied in detail and the spectral radiance of
specific deuterium lamps has been tabulated, so that they can be used as transfer
standards in the spectral range from 115 to 350 nm [64].

7.6.4 UV Arc Lamps

High-current wall stabilized arc lamps produce an emission spectrum which is a
combination of a continuum extending over a wide range in the UV and VUV and
line radiation depending on the atoms which are present in the plasma. A light source
using a flow of argon at atmospheric pressure has been described in detail in the lit-
erature as a transfer standard for spectral radiance [65]. It uses a wall stabilized arc
of typically 30 V operating voltage and 50 A current for excitation. The arc is con-
stricted by a 6.3 mm thick water cooled copper plate with a 4 mm diameter hole. The
authors provide a table of radiance values between 330 and 114.4 nm and report ra-
diances of, for example, 70 mW/(cm2 nm sr) at 330 nm and still 6.5 mW/(cm2 nm sr)
at 151 nm for these operating parameters. A more detailed description of the geom-
etry, operating conditions and ways to add different light emitting species to the
buffer gas is given in [66]. A wall stabilized arc with a stable radiance on the order
of 1 W/(cm2 nm sr) is described in [67] when xenon was used as the light emitting
species.
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Arc discharges in sealed off quartz- or ceramic bulbs are usually used for lighting
applications. The gas filling is often xenon and mercury with high operating pres-
sures up to 100 bar. They emit a continuous spectrum which resembles a black body
spectrum of typically 5000 K radiation temperature with some narrow lines from Hg
and Xe on top. The technology of such lamps is described in Sect. 7.5. The UV part
of the emission spectrum can be used for simulating the solar spectrum, for example,
for testing paints and dyes. Light sources for simulating irradiation by sunlight are
commercially available for that purpose.

7.6.5 Mercury Lamps

Although presently the semiconductor industry introduces the ArF laser with a wave-
length of 193 nm as light source for photolithography, high-power mercury arc lamps
emitting a line dominated spectrum are still of great importance as UV sources in this
field, in devices named DUV and i-line stepper. The wavelengths used are 248 and
365 nm, respectively.

Low-power mercury lamps provide the line spectrum shown in Fig. 7.20. The
mercury atoms are excited in a low pressure glow discharge with rare gas used as the
buffer gas. The concentration of mercury atoms in all mercury lamps is defined by
Hg-vapor pressure and therefore by the temperature of the discharge tube. The most
widespread application of low-pressure mercury lamps is to provide the ultraviolet
light which is converted into visible light in fluorescent lamps. Such light sources
are described in detail in Sect. 7.2.2. Some mercury lamps are used as “black lamps”
emitting UVA light for fluorescence applications. Fluorescent coatings may be used
to shift light emitted in the deep UV to the desired UVA wavelength region, and
filters protect the user from the hard UV emitted from mercury.

Fig. 7.20. Spectrum of the emission of mercury in the wavelength region 200 to 400 nm. The
spectrum was recorded using a small Hg glow discharge lamp for wavelength calibration of
monochromator detector systems
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Small low-pressure mercury glow discharge lamps with the discharge burning
in U-shaped, narrow quartz capillaries are used for wavelength calibration of UV
spectrometers (see Fig. 7.20).

7.6.6 Hollow Cathode Lamps

Low-pressure hollow cathode lamps are widely used spectral line sources for atomic
absorption spectroscopy in analytical chemistry. They emit a spectrum which is char-
acteristic of the cathode material due to deliberately sputtering the cathode material.
Many lines are in the UV part of the electromagnetic spectrum. The lamps consist of
a cylindrical cathode and a ring shaped anode inside a glass or quartz tube. A cath-
ode material is introduced to a gas filling of typically 10 mbar neon or argon by
sputtering via ions which are accelerated in the cathode fall of the discharge. Line
radiation from atoms of about 70 elements, either individually or in combinations,
are commercially available via excitation in hollow cathode discharge lamps. The ex-
citation process and technology of hollow cathode lamps is described in more detail
in Chap. 4 of [62].

7.6.7 Excimer Light Sources

General Aspects

Excimer light sources are very efficient sources. They cover a wide range of the
ultraviolet spectral region and have found their way into practical applications when
dielectric barrier discharges were introduced as the excitation method. The excimer
light emission process is also of interest for plasma flat panel displays when, for
example, dense xenon gas is used as the light emitting species.

Formation and decay of rare gas excimer molecules has been studied for a long
time [68, 69]. A schematic energy level diagram for two rare gas atoms versus in-
ternuclear distance is plotted in Fig. 7.21. It shows that excited rare gas atoms have
an attractive potential and thus can form molecules at elevated gas density via three
body collisions.

Rare gas ultraviolet excimer light sources may reach the efficiency of more than
50%. This is due to the favourable energy level scheme and gas kinetics [70]. Briefly,
collisional excitation of rare gas atoms leads in a first step to the formation of excited
atoms and ions. Ions rapidly form ionic molecules in a dense gas. Molecular ions un-
dergo a so-called dissociative recombination leaving one of the atoms in the ground
state and the other in a highly excited state. Highly excited atoms which are either
produced by this process or by direct excitation will cascade down to the lowest lying
excited states. These states are either metastable or have a long effective lifetime due
to radiative trapping of the light in the dense gas. Therefore, essentially all the atoms
in the first excited states will form excimer molecules via three body collisions. Ex-
cimer molecules decay to the repulsive ground state emitting broad-band continua
which cover a wide spectral range from about 60 to 200 nm, as shown in Fig. 7.22.
Note that all photons which are emitted from molecular states have a lower energy
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Fig. 7.21. Schematic drawing of a potential energy diagram of the lowest lying levels of two
rare gas atoms versus internuclear distance (Kr as an example)

Fig. 7.22. Review of the rare gas emission spectra recorded at a relatively high gas density
(gas pressure 1 bar, 1000 hPa)

than photons emitted on the resonance lines of rare gas atoms and are therefore not
radiatively trapped in the dense gas.

Emission spectra of rare gas excimer light sources can be strongly modified by
using rare gas mixtures and by adding other gases. The reason is that the energeti-
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cally high lying levels in rare gas atoms can transfer energy to other species leading
to their excitation and ionisation with subsequent emission of light due to transitions
in the species which have been added. This effect, however, leads to the problem
of pure rare gas excimer lamps that already very low impurity levels can drastically
reduce their spectral performance and efficiency. For example, by adding molecular
hydrogen on a level of 1%, the neon excimer disappears completely, and the spec-
trum is dominated by the atomic Lyman-α line at 121.57 nm [71–73]. This exam-
ple shows that excimer lamps can be easily converted from broad band into narrow
band ultraviolet sources and that the emission wavelength can be shifted to longer
wavelengths via energy transfer processes. Other examples of ultraviolet sources in
which the emission spectrum of rare gases is strongly modified by small admix-
tures of other gases have been described in the literature: Ar–Xe [74], Kr–Xe [75],
Ar–N2 [76]. The great variety of UV emitting rare gas halogen mixtures used for
excimer lasers systems can also be used for incoherent UV and VUV light sources
by applying appropriate excitation methods.

Specific Excimer Light Sources

Incoherent excimer light sources have attracted great attention since about 1990.
A practical difficulty in designing an excimer lamp is to excite rare gas atoms to
energetically high lying levels in a rather cold and dense gas so that the excited
species can efficiently form molecules with atoms in the ground state. Pioneering
work in the field of excimer lamps was performed by B. Eliasson and U. Kogelschatz
using so called dielectric-barrier discharges for exciting dense gases [77]. Earlier
work used condensed discharge devices for forming excimer molecules [68]. This
approach has been extended very successfully to higher power and the rare gas halide
excimers by V. Tarasenko and coworkers [78]. The micro-hollow-cathode discharge
was introduced into the field by K.H. Schoenbach et al. [79]. It was also shown that
corona discharges can efficiently emit excimer light [80]. Electron beam induced
excimer emission can also be produced in compact, portable UV and VUV light
sources by using very thin entrance foils for the beam [81].

7.6.8 Excimer Lamps Using Discharge Excitation Glow Discharges

Since glow discharge devices are rugged and easy to use, some powerful incoherent
excimer light sources were built using this excitation mechanism. In a particular case
a light source was built in the form of two 40 cm long coaxial quartz tubes [82]. The
outer tube had an inner diameter of 60 mm, and discharge currents up to 0.5 A were
sent through the gap between the outer and inner tube which was either 2.5 or 8 mm
wide. The inner tube was used for water cooling of the device. Operating regimes
were either high voltages (5 to 7 kV) and low currents (2 to 3 mA) or lower voltages
(2 to 3 kV) and higher currents (up to 500 mA). An UV output power up to 130 W
was produced with efficiencies on the order of 10%, and was improved to 200 W
output and 15% efficiency. Such devices are limited by constriction of the discharge
into an arc, a condition under which excimers cannot form.
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Dielectric Barrier Discharges

Dielectric barrier discharges (DBD), also called silent discharges, are an excita-
tion method for incoherent excimer light sources [83]. The concept is schematically
shown in Fig. 7.23. At least one of two electrodes, which are attached to a gas filled
cell, is covered by an insulating material, the dielectric barrier, and an alternating
voltage with typically tens of kHz repetition rate and tens of kV amplitude is ap-
plied to the electrodes. Capacitive coupling leads to ignition in the gas. Hot streamer
discharges develop when the cell is filled with dense gas. But these streamers are
stopped already after a few nanoseconds since the dielectric wall charges up due to
the current flow in the streamer. In the afterglow phase of the streamer, excimer mole-
cules form from the atoms which were excited and ionized in the streamer phase. Di-
electric barrier discharges can be designed to produce only one localized streamer at
a time, but normally they make use of a concept where the self-terminating streamer
discharges are formed in large quantities randomly in space and time, so that a quasi-
homogeneous and quasi-continuous discharge pattern develops. Many parameters
such as gas pressure, frequency, and pulse shape of the applied voltage are relevant
for dielectric barrier discharge operation. Geometry and size of the devices can be
varied over wide ranges and adapted for specific applications. DBD development is
an active field of research [84–86].

An advantage of DBDs is that the gas can be kept clean, for example in quartz
tubes where it is not in direct contact with the electrodes. Dielectric barrier discharges
reach conversion efficiencies of up to 80% light output from power deposited in
the discharge volume. The overall efficiency, however, is significantly lower due to
the limited coupling efficiency of electrical power into the discharge. This coupling
has to be optimized by the electrical design of the device (repetition rate and pulse
shape). Small, portable and also large stationary ultraviolet light sources have been
built. These devices are the most advanced excimer light sources so far, and are
already commercially available from major lighting companies, as UV and VUV
sources and also large area, mercury-free visible light sources by using phosphors as
wavelength shifters.

Fig. 7.23. Basic geometry for DBD discharges. Streamer discharges develop between two
electrodes. At least one of the electrodes is covered by an insulating material schematically
shown as the gray plate next to the top electrode
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Micro-Hollow-Cathode Discharges

The use of micro-hollow-cathode discharges (MHC) for excimer light sources has
been pioneered by K.H. Schoenbach and his group based on a study of the electrical
characteristics of a hollow cathode discharge with small hole diameter (0.7 mm) [87].
The product of gas pressure p and hole diameter D determines the operation regime
of the discharge. Successful operation is observed for values which are typically
between 0.03 and 13 mbar cm. A light source was demonstrated with argon and
xenon at pressures up to one bar and hollow cathodes of 100 μm diameter. Micro-
hollow-cathode discharges are appropriate for excimer formation, since the electron
energy distribution function reaches up to 100 eV in the cathode fall of this type of
discharge, and effective molecule formation is supported by the relatively high gas
pressures p which are possible due to the pD scaling of the discharge and small D

values. The current–voltage characteristic of the DC- MHC-discharges has a positive
slope, so that many MHC discharges can be operated in parallel from the same power
supply without electrical interference. The perspective is to build large area, flat UV
emitting devices. MHC discharges have also been used with pulsed operation and
high instantaneous discharge currents. Due to the high current densities in the narrow,
constricted discharge there is a high rate of electrode erosion and spectral lines of the
electrode material (e.g. molybdenum) have been observed in the emitted light.

Corona Discharges

A corona discharge can also be used for excimer formation (St. Elmo’s fire) [80, 88].
Like a micro-hollow-cathode discharge it is not electrode-less, but the discharge
burns more freely between a sharp metal tip and a metal mesh. The operating volt-
age is of the order of 1 kV and an output power on the second continuum of xenon of
35 mW/cm2 has been observed with a prototype lamp of 50% efficiency. The needle
electrodes used in this setup can also be operated in parallel for designing large area
lamps. Needle electrodes have also been used by the same research group with RF-
excitation [89]. It could be shown that this reduces electrode erosion significantly,
even with very corrosive gases such as ArF and F2.

7.6.9 Excimer Lamps Using Electron Beam Excitation

Electron beam excitation can provide the non-equilibrium conditions required to
populate the rather high lying precursor levels of excimer molecules [90]. All early
excimer lasers were pumped by high energy, high current electron beam devices. An
advantage of the concept is that there is no feedback between the gas and the ex-
citation process. For example, no ignition conditions depending on gas pressure or
gas composition have to be met, and the excitation can have any time structure from
short pulses to fully continuous.

A practical issue in all electron beam systems is the separation of the vacuum
part where electrons are accelerated from the dense target gas in which the light is
produced. Thin metal foils have been used since the early experiments performed
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by Lenard in 1894 [91]. Electron beam excitation with very low particle energy has
become possible by using extremely thin ceramic membranes as the entrance foils for
electron beams [81]. Energy loss of 15 keV electrons in a 300 nm thick SiNx entrance
foil is on the order of 10% [92] and pressures up to several bar can be applied. Time
averaged beam current densities of 100 μA/mm2 can be sent through the membranes
into dense gas targets. The range of the electrons in the heavier rare gases is typically
1 mm. Very compact and brilliant excimer light sources can be built when applying
this technique [93, 94]. Efficiencies of excimer light sources of 35% were reached
and applications using He and Ne excimer radiation extend to wavelengths below
100 nm [95].

7.7 X-ray-Tubes

7.7.1 History and Generation of X-rays

In October of 1895, Wilhelm Conrad Röntgen (1845–1923), who was professor of
physics and the director of the Physical Institute of the University of Wurburg, be-
came interested in the work of Hillorf, Crookes, Hertz, and Lenard. In June 1895 he
had obtained a Lenard tube from Muller and had already repeated some of the orig-
inal experiments that Lenard had created. He reproduced Lenards work generating
cathode rays in free air and continued investigating of cathode rays. He modified a
Crookes tube fitted with an anode and cathode, separated from each other by a few
centimeters in the tube. He used a Rhumkoff induction coil to produce a cathode–
anode potential of a few thousand volts knowing that a stream of charged particles
would originate in the cathode and would be attracted to the anode.

His first report “On a New Kind of Rays” was published in the Proceedings of the
Physical Medical Society of Wuerzburg on December 28, 1895. Not knowing what
these emanations were, he uses the term X-ray to describe the rays he was producing.
Later, in 1896, he accepted the Rumford gold medal of the Royal Society, and in 1901
he was the first winner of the Nobel Prize in physics.

The characteristics of X-radiation are: invisible, can excite substances to emit
light, penetrates matter, cannot be deflected by electric or magnetic fields.

7.7.2 Generation of X-rays

Electron Interaction with Matter. There are 4 basic processes electrons undergo when
impinging to matter. Inelastic scattering by photoeffect with ionisation, which lead to
emission of characteristic X-radiation and secondary electrons. Auger effect where
by internal conversion emitted characteristic X-radiation is absorbed and ionizes an
electron from a higher shell. Furthermore, electrons are swinging around the atoms
and delivering “Bremsstrahlung” like synchrotron radiation. Elastic scattering gen-
erates no X-rays, but changes the direction of the primary electrons.
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Fig. 7.24. Right: Röntgen. Left: the Nobel prize winning photo with the invented X-rays of his
wife’s hand

Primary electron of high energy suffer inelastic losses by exciting electrons from
the shells of the atoms of the sample into higher shells with unoccupied states. Fill-
ing the empty level from the next shell above is performed dissipating the energy
as electromagnetic radiation. The energy difference determines the frequency and
wavelength by

E = hν = hc/λ. (7.13)

Ionizing the K-shell delivers characteristic Kα- and Kβ-radiation.
The generation of “Bremsstrahlung” follow the Duane–Hunts law

hνmax = hc/λmin. (7.14)

Here, νmax = 242 × 1012 (Hz). Ua (V), with Ua the electron acceleration or anode
voltage, or λminUa = 12.4 × 10−10 (kV m) the lower wavelength limit.

The X-ray lines can be calculated using

En = −0.5(e2/4πε0)(1/rH )(Z2/n2) = −13.6 (eV) · (Z/n)2. (7.15)

A tungsten anode Z = 74, k-shell n = 1, eUa = 745.5 (keV), delivers by k-shell
ionisation and filling of the hole: hν = EL − EK = 55.9 (keV), or λKα = 0.022 nm.

7.7.3 X-ray Filters

Using metal foils of special atomic weight Z, and making use of the fact that X-rays
are absorbed in atoms with an effectivity depending on the shell energies. At X-ray
energies close to the shell energies, the photoeffect by X-rays changes with a jump,
which allows lower energies to pass the filter, but higher energies to be blocked.
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X-rays are absorbed by matter of thickness x according to the exponential law of
mass absorption

I (x) = I0 exp(−μx). (7.16)

For technical applications the mass absorption coefficient μ/ρ and the mass thick-
ness ρx are used, with ρ being the density (kg/cm3).

According to the mass absorption coefficient μ (cm−1), lead and concrete are
used to absorb – shield X-rays in all applications. Here the half-dose thickness d1/2 =
ln 2/μ = 0.693xe, with xe = 1/μ the penetration depth. For example, lead: density
ρ = 11.3 (g/cm3), linear attenuation coefficient μ = 56.5 (cm−1), penetration depth
xe = 0.18 (mm).

Water has at the same energy the mass attenuation coefficient of μ/ρ = 0.2
(cm3/g), and the penetration depth xe = 5 (cm). A water layer thickness of 4xe =
20 cm absorbs 98.2% of the energy used. The attenuation coefficient is ≈Z5.

7.7.4 X-ray Dosimetry

The biological effect of X-rays depends on the number of radiation damages like
ionisation events. The dose is proportional to the energy loss divided by the mass.
The unit is Gy (Gray).

De = E/m (J/kg). (7.17)

The ionisation dose Di = Q/m (A s/kg).
Formerly the units rad and Roentgen were used:

1 rad = 10 mGy = 10−2 (J/kg) and 1 Röntgen = 2.578 × 10−4 (A s/kg).

The mean energy for forming an ion pair is in the range of w = 27–34 eV.
The absorption of the energy E produces N = E/w ion pairs. With the

ionisation constant kj = w/e, one obtains

Df = E/m = wN/m = wQ/em = wDj/m = kjDj .

In air: De (air) = 33.7 V Dj (air).
There is no heating effect in the human body by X-rays. For example, a dose of

10 Gy delivers 10 J to each kg of mass, which converted to heat results in a tem-
perature rise of the body by 2.4 mK, which is negligible. However, 10 Gy is a lethal
dose. The natural radiation dose/year is 1 mGy. Tumors are treated in radiation ther-
apy using 30 to 100 Gy, with the radiation applied locally. One X-ray image needs
1–100 mGy.

For radiation – therapy the biological effect depends on the nature of the radia-
tion. Those are classified with factors q describing the relative biological effectivity
compared to photons (q = 1) and electrons (q = 1).

The dose-equivalent Dq = qDe (J/kg = Sv); Sv = Sievert.
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A dose-equivalent Dq = 10 Sv corresponds to a radiation of q = 10 radiating to
tissue with an energy dose De = 1 Gy, the biological effect, however, corresponds
to an X-ray dose in tissue De = 10 Gy.

The q-factor for differing radiations are: X-rays, gamma-rays, electrons have
q = 1; thermal neutrons q = 3; fast neutrons (1 MeV) q = 10; α-particles (10 MeV);
protons (10 MeV) q = 10; heavy ions q = 20.

7.7.5 X-ray Tubes

Conventional X-ray Tubes

The schematic of an X-ray diffractometre for crystal structure analysis is shown in
Fig. 7.25, showing also the schematic of the X-ray tube. The electrons from a ther-
mal electron emitter are accelerated directly to the anode. The beam spot emits then
characteristic and Bremsstrahlung. The characteristic radiation of narrow wavelength
distribution is used to irradiate the sample. The filter blocks out the Bremsstrahlung
to use the characteristic radiation for spectroscopy. A detector, generally a Geiger–
Müller detector, is used to count the X-ray photons and amplify the signal by the gas
discharge in the counter tube.

The angular position of crystal reflections are governed by the Laue equations
and allow to determine the electron density distribution of the elementary cell of the
crystal.

X-rays interact with matter by 4 effects. The photo-effect with ionisation; the
photo-absorption coefficient is proportional to Z4 E−3. The Compton effect is in-
elastic scattering of a photon at a weakly bound outer shell electron of an atom and
results in a changed wavelength and changed direction. Pair formation at energy
above 1.022 MeV, a photon gets materialized to one electron and one positron. With

Fig. 7.25. Schematic of an X-ray diffractometer for crystal structure analysis
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the Rayleigh scattering it generates radiation perpendicular to the beam which gen-
erates dose exposure outside the beam direction.

Figure 7.26 shows a technical tube as supplied by Oxford, showing the electron
emitter thermal housing, the anode, and the beryllium window to pass the radiation
generated at the fixed or rotating anode to air.

Typical data for a microfocus X-ray tube for analytics are: electron energy 90 kV,
beam current 2 mA, total power 80 W, 4 mm anode to object distance, true round
spot, grounded target = high power, 80 W, air-cooled. The tube is ideal for X-ray
imaging. The tube is designed for those applications where flux density is important.
With a true round focal spot and high power loading, it is ideally suited for use with
X-ray optics.

Fig. 7.26. Technical tube as supplied by Oxford, showing the electron emitter thermal housing,
the anode, and the beryllium window to pass the radiation generated at the fixed or rotating
anode to air
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Fig. 7.27. Fresnel zone plate, which is a diffractive grating with variable grating constant, used
for focusing

X-ray Optics. Fresnel zone plates, Wolter telescopes, and aspherically polished
X-ray mirrors, coated with multiplayer mirrors for high reflection, are the only pos-
sibilities to focus X-ray radiation and to generate X-ray images. The semiconductor
industry hopes to build chips with the novel Extreme Ultraviolet (EUV) radiation at
13.6 nm. This will help to produce 35 nm CD computer-chip structures in the next
5 years.

Figure 7.27 shows a Fresnel zone plate, which is a diffractive grating with vari-
able grating constant. This has the effect that the first order of the diffracted beam hits
in one spot. Therefore, imaging with such X-ray optical elements is possible [96].

7.7.6 Synchrotrons

In physics, the synchrotron radiation, emit electromagnetic radiation by high-speed
electrons spiralling along the lines of force of a magnetic field. Depending on the
electron’s energy and the strength of the magnetic field, the maximum intensity will
occur as radio waves, visible light, or X-rays. The emission is a consequence of the
constant acceleration experienced by the electrons as they move in nearly circular
orbits; according to Maxwell’s equations, all accelerated charged particles emit elec-
tromagnetic radiation. Although predicted much earlier, the synchrotron radiation
was first observed as a glow associated with protons orbiting in high-energy parti-
cle accelerators, such as the synchrotron. In astronomy, the synchrotron radiation has
been suggested as the mechanism for producing strong celestial radio sources like the
Crab Nebula. The synchrotron radiation is employed in a host of applications rang-
ing from solid state physics, lithography for semiconductor industry, LIGA a method
to build micromechanical high aspect ratio structures by dell X-ray lithography and
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electroforming in the resist mould, and last but not least in medicine. As excellent
producers of X-rays, synchrotron sources offer unique probes of the semiconductors
that lie at the heart of the electronics industry. Both ultraviolet radiation and X-rays
generated by synchrotrons are also employed in the treatment of diseases, especially
certain forms of skin cancer. Soft and hard X-rays are used in medical device ster-
ilization, mail sanitation, food pasteurisation and sterilization. Since investment and
operation costs for the same quality of irradiation and production capacity are equal
for gamma- and X-ray sterilization, the industry has to answer to the challenges, not
any longer to rely on cobalt-hard X-ray emitters from nuclear decay in materials, but
employ a switchable X-ray source like miniaturized sources in brachiotherapy and
other medical internal and external applications, e.g. cancer radiation therapy.

7.7.7 X-ray Detection

X-ray film being specially sensitised for X-rays, is produced in large sheets and is
exposed through the object, tooth, body, mechanical structure, etc.

More modern is digital X-ray detection using arrayed X-ray detectors in charged
particle devices. These detectors are preferably used in technology, medicine, and
astronomy. CXDI-11, an X-ray imaging system, uses the Canon 43 cm × 43 cm
LANMIT amorphous Silicon Sensor System and reaches excellent image quality
with more than 7 million detector elements built from amorphous silicon, each of
them delivering 4096 grey levels. This allows to compensate for over- and underex-
posure, and reduces the number of X-ray exposures and repeated exposures.

Immediate image presentation is an especially time saving feature. No costly
silver containing plates are required. Images can be transferred and stored, archived,
communicated to others electronically, etc.

7.7.8 Applications

Medical: radiography, bone densitometry, X-ray imaging; on-line elemental analy-
sis, particle size analysis; density measurements, process control, inspection, on-line
process control; X-ray spectroscopy for materials analysis and composition control,
e.g. factories producing concrete are controlled with automated analysis X-ray dif-
fractometers, which determine the concentrations of different materials to be filled
into the burning oven.

Electronics/semiconductor: solder joints quality control, MEMS structure con-
trol after assembly by bonding. Life sciences: protein and large molecule crystal-
lography, drug discovery and research, “burning” computer chip designs into metal
wafers, studying molecule shapes and protein crystals, analyzing chemicals to de-
termine their composition, watching living cells as they react to drugs, fluorescence
studies, semiconductor material analysis and structural studies, geological material
analysis. Detecting breast cancer tumors is refined by a novel technique that creates
three-dimensional X-rays that make tumors much easier to see. Full-field digital to-
mosynthesis, or TOMO, takes multiple pictures at different angles as the X-ray tube
rotates in an arc.
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7.7.9 Future Developments: Miniaturized X-ray Tubes

To employ X-ray in medical applications miniaturized tubes are investigated and
produced [97, 98]. Micropinches generated in a low inductance vacuum spark (mi-
cropinch discharge) are intensive sources of soft X-rays [99]. Brachyo-therapy needs
a source of 1 mm diameter and 3 mm in length. Such a source with a thermal emitter
and 25 kV delivering 30 μA of current is developed by Xoft [100, 101].
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8

Particle Accelerators

M. Seidel and K. Zapfe

Particle accelerators are facilities for the generation and acceleration of charged par-
ticle beams to high energies. Accelerators are used since 1920 to investigate the
structure of matter. With a particle beam of energy Eb it is possible to probe struc-
tures with typical dimensions of the de Broglie wavelength λ ≈ hc/Eb in scattering
experiments. The higher the provided beam energy the smaller are the experimen-
tally accessible dimensions. Another successful concept is the production of new
particles by colliding two opposing particle beams with well-defined centre of mass
energy. With increasing beam energy heavier particles can be produced. Many im-
portant discoveries in particle physics where achieved in the twentieth century using
accelerators. As an originally disturbing side effect, intense UV- and X-ray radiation
is produced in the bending magnets of electron accelerators. This effect was pre-
dicted already in 1898 and observed in an accelerator in 1947. Since the 1960s this
so-called synchrotron radiation from accelerators is used for experimental research
with increasing popularity.

Nevertheless, the research in the field of elementary particle physics has been
the driving force behind the development of particle accelerators over the past 80
years. With the discoveries of new particles at higher and higher masses the ener-
gies required by the particle physics experiments were raised enormously. While
the first accelerators generated energies of a few thousand electron-volts and had
enough space on a laboratory table, present-day accelerators reach hundreds of bil-
lion electron-volts (GeV) with dimensions of several kilometers. But not only the
beam energies were raised. The diminishing probabilities for interesting collision
events at higher energies required also a steady increase of the beam densities to
obtain reasonable event rates. This was achieved by raising the beam currents and
decreasing the beam cross-sections at the interaction points. Naturally, these devel-
opments resulted in higher investment and operation costs and also outstanding oper-
ational complexity of modern accelerator systems (see, e.g. Fig. 8.1). A large facility
based on two linear electron/positron accelerators with beam energies of 250 GeV
and beyond, and a length exceeding 30 km is presently being discussed as the next
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Fig. 8.1. View of the HERA accelerators, an electron/proton collider facility with a circumfer-
ence of 6300 m and a bending radius of 800 m. The superconducting magnets for the 920 GeV
proton beam are installed on top of the normal conducting magnets for the 27.5 GeV electron
beam

step in high energy accelerator development. The construction of such a facility is
only possible as an international project.

Besides the described development at the energy and interaction rate frontier,
there is also an increasing demand on medium and small size accelerators with very
specific requirements. Accelerators are used for medical applications, e.g. for the
production of radioactive isotopes and cancer therapy using proton and ion beams.
High power proton accelerators are utilized, for example, to drive neutron spalla-
tion sources or pion/muon production targets. Another application with a dynamic
development over the recent years is the generation of synchrotron radiation for re-
search purposes. A number of dedicated synchrotron radiation sources have been
built worldwide with circumferences of several hundred meters and energies of a
few GeV. The applications of such light sources are widely spread and cover, for
example, material, biological and medical research. The technical challenges of a
synchrotron light source are different from a particle physics research accelerator.
Synchrotron radiation sources have optimized magnet arrangements that allow for
the generation of beams with small dimensions (emittance) to produce the required
high intensity light fans and very stable beam orbits. A relatively new development
are free electron lasers (FEL’s) that provide even higher brilliance and coherence
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of the generated UV- and X-ray beams. Free electron lasers produce coherent radi-
ation from high density beam particle packets, also called bunches, that develop a
micro-structure due to intense interaction with the produced laser light. This micro-
structure exhibits the periodicity of the radiation wavelength. The radiation intensity
generated by micro-modulated bunches scales quadratically with their charge and is
therefore by orders of magnitude stronger than incoherent radiation that is linearly
proportional to the charge.

The vacuum system is an essential component of an accelerator. In storage rings
with circulating particle beams the residual gas density determines the beam lifetime.
For particle physics and synchrotron light applications the gas density is a crucial pa-
rameter for the beam induced background at the experiments. Typically residual gas
pressures of the order of 10−9 mbar or below are required and routinely established
in ultra-high vacuum systems (UHV). This means that the required gas densities are
at least 12 orders of magnitude lower than under normal atmospheric conditions. In
such low gas densities a proton undergoes an inelastic collision every 7 × 1011 km,
or 30 days travel at the speed of light! A broad range of advanced techniques, proce-
dures, production methods and instruments has been developed in the field of vacuum
technology for particle accelerators to meet these requirements.

This chapter will provide the reader with a basic review of the different types of
particle accelerators, the mechanisms of acceleration and beam transport, the defin-
ition of essential particle beam properties and the physics of synchrotron radiation.
In the context of this book we will concentrate then on the requirements and the
technical realization of accelerator vacuum systems.

8.1 History and Types of Accelerators

The aim of this section is to give a brief review of the different types of accelerators,
their working principles and their historical development. Readers interested in tech-
nical details are referred to the classical textbooks [1–3] and those with an interest in
the historical development will find more information in [4].

8.1.1 Static Accelerators

Acceleration of charged particles using static electrical fields was the first applied
acceleration principle. It also represents the simplest possibility from the technical
point of view. Particles with charge q that traverse an electrical field of total voltage
U gain an energy of �E = qU , commonly expressed in electron volts (eV). The
technical challenge lies in the generation and reliable operation of high electrical
voltages. One of the first high voltage accelerators was the Cockroft–Walton gener-
ator, named after its inventors. It was used in 1932 to split Li atoms with 400 keV
protons [5]. For this experiment Cockroft and Walton received the Nobel Prize in
1951. The base unit of this high voltage generator is a voltage doubling circuit that
employs transformers, diode tube rectifiers and capacitors. Cascading of the base
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Fig. 8.2. Examples of static and resonant acceleration. Left: van de Graaff accelerator. Right:
cyclotron (a magnetic dipole field points into the plane)

unit allows the generation of voltages in the range of 1–2 MV. The acceleration of
the charged particles is done in straight drift tubes at different voltage potentials.

Another classical apparatus for the production of high static voltages is the van de
Graaff generator (Fig. 8.2). A circulating rubber band continuously transports charge
into a dome-shaped high voltage terminal where it is accumulated. The particle
source is installed inside this dome. The first devices of this type reached acceler-
ating voltages of 1.5 MV, later more than 20 MV were achieved. A modification of
the van de Graaff generator is the tandem accelerator which allows to double the
beam energy. In the first section negatively charged ions are accelerated, then the
electrons are stripped from the ions and the same voltage is used to accelerate the
particles, which are now positively charged, a second time. Further energy increase
was achieved by installing the critical components in a pressurized freon atmosphere
which raised the sparking threshold. The most important advantages of the van de
Graaff type accelerators are the sharply defined energy of the beam and the possibil-
ity of wide energy variations. Accelerators of this type are still in use. An example is
the Vivitron in Strasbourg [6] that provides energies up to 20 MeV.

8.1.2 Circular Resonant Acceleration

Static high voltage accelerators are limited by the technical feasibility of high voltage
generation. It was quickly realized that resonant acceleration by applying an acceler-
ating field many times is more efficient and powerful. This is achieved, for example,
by recirculating the beam and alternating the polarity of a single electrical field with
the circulation frequency.
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The cyclotron (see Fig. 8.2) is a classical example for this principle. First cy-
clotrons were built in the 1930s by Livingston and by Lawrence [7]. Protons with an
energy of 1.25 MeV were produced by Lawrence’s cyclotron in 1932 to split atoms
as well. For the purpose of acceleration an alternating high voltage at radio frequency
(RF) is applied to two D-shaped hollow electrodes, the “dees”. Ions from a central
ion source are repetitively accelerated from one dee to the other on a spiral path. The
ions are kept on a piecewise circular path by the application of a vertically oriented
magnetic field of magnitude B. In practice the magnetic field must decrease slightly
with increasing radius to provide stability for the beam in axial direction. The fre-
quency of the accelerating voltage is kept constant and has to match the cyclotron
frequency

fc = qB

2πγm0
. (8.1)

Here, q is the charge of the ion, m0 its rest mass and the relativistic factor γ rep-
resents the ion energy in units of rest energy γ = E/m0c

2. As soon as relativistic
energies are reached, i.e. γ > 1, the required frequency drops down, and the ions slip
out of the accelerating phase. This effect limits the achievable energy of the cyclotron
acceleration principle. In practice, γ factors of 1.02 can be reached.

This limitation can be overcome with the synchro cyclotron, where the
RF-frequency is ramped down with an appropriate function of the energy to fol-
low the varying circulation time of the ions. Unfortunately, this scheme admits only
acceleration of one ion packet for each ramp cycle of the frequency, whereas the
classical scheme allows to fill every RF cycle with particles. Consequently, the av-
erage accelerated current typically decreases by a factor of 1000 as compared to the
classical cyclotron, which limits the practical usefulness of this scheme.

Another solution to overcome the relativistic mass increase was provided by the
isochronous cyclotron [8]. Magnets with alternating strong and weak azimuthal re-
gions provide an additional axial focusing. In contrast to the classical cyclotron, this
allows to raise the average magnetic field with increasing radius as it is required to
match the increasing mass of the ions.

Cyclotrons with much improved and sophisticated layouts are today in wide-
spread use for different applications. The Paul Scherrer Institute in Switzerland op-
erates a facility containing a chain of two cyclotrons which generates a 590 MeV pro-
ton beam with a continuous power of more than a megawatt [9]. Today this presents
the highest average beam power available, although the linac-based project SNS,
which is being commissioned in the US, has the potential to produce even higher
beam powers.

The synchrotron was developed in the 1940s independently by E. McMillan [10]
and V. Veksler [11]. The layout of a small storage ring that contains all essential
components of a synchrotron is shown in Fig. 8.3. In the synchrotron the guide field
increases with particle energy in order to keep the orbit stationary. The acceleration
is provided with an RF voltage using a cavity at a localized position in the ring.
Working principles of RF cavities are described in the next section. The important
new mechanism in the synchrotron is the principle of phase stability where a focus-
ing effect is employed for the longitudinal coordinates. For example, a particle with
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Fig. 8.3. Example of a small synchrotron used as positron intensity accumulator (PIA) at
DESY, Hamburg. The circumference is 27.5 m

higher than nominal energy will travel with a higher speed on a different orbit and
will arrive at a different time at the accelerating cavity. Either the velocity change or
the change of the path length can be more important depending on the rest mass, the
energy and the specific magnet lattice of the accelerator. The different arrival time
leads to less energy gain on the next turns. In this way the periodic accelerating field
collects the particles into circulating bunches, within which the particles perform so-
called synchrotron oscillations relative to an ideal reference particle at the centre of
the bunch.

A mechanism of transverse focusing for the beam is essential as well. The first
synchrotrons used the so-called weak focusing principle where the guide field is
slightly decreased with increasing radius. The disadvantages of weak focusing are
the large beam size requiring large diameter vacuum pipes, costly magnets and also
the necessity to provide a very high accuracy for the focusing gradient. The energy
limit for weak focusing accelerators due to technical limitations lies around 10 GeV.

In 1952 E. Courant, M. Livingston and H. Snyder [12] proposed strong focus-
ing employing consecutive quadrupoles with alternating gradients. This new scheme
provided a dramatic improvement for the design of synchrotrons in view of achiev-
able energy and cost reduction. Applying strong focusing, the beam size and the di-
mensions of the accelerator become independent of each other. The basic ingredients
of the synchrotron, dipole magnets for bending, alternating quadrupole magnets for
focusing and localized RF cavities for acceleration are arranged in a loop with prac-
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tically arbitrary length. The function of these components and the concept of strong
focusing is described more detailed in Sect. 8.2.2. Practically, all modern circular
accelerators for particle and synchrotron radiation research employ the synchrotron
principle.

A further major improvement of the accelerator technology was the application
of the superconducting magnet technology. Today the largest proton accelerators op-
erate with superconducting bending magnets that achieve field strengths of up to 8 T,
which is to be compared with 1.5 T regularly achieved in iron yoke magnets.

8.1.3 Linear Resonant Acceleration

Another branch of the resonant acceleration principle was established with the linear
accelerator. In 1924 Ising [13] proposed to apply time varying fields produced by
a single RF generator using several drift tubes with alternating polarity. As shown
in Fig. 8.4, the particles experience an accelerating field in-between the tubes, and
the field reverses when they move inside the tubes. The length of the individual
drift tubes is adapted to the increasing velocity of the accelerated particles. In 1928
Wideröe built the first accelerator that followed this principle [14].

The rest mass of electrons is 1836 times smaller than that of protons. Conse-
quently, electrons become relativistic already at moderate energies and then they
move practically at the speed of light, independent on their energy. Linear acceler-
ators for electrons employ therefore a different working principle using a constant
length of the accelerating cells. Such accelerating structures were first developed at
the Stanford University and the Massachusetts Institute of Technology in 1946.

In the following the basic working principle of a linear accelerator structure will
be explained. An electromagnetic wave can be transported with small losses in a
conducting hollow cylinder. Different electromagnetic field configurations, so-called
modes, are possible. The modes are solutions of the Maxwell equations with ap-
propriate boundary conditions. One of the lowest order modes is called TM010 and
exhibits the following electrical field component Ez along the axis of the tube:

Ez = ÊJ0(kcr) cos(ωt − kzz). (8.2)

Here, Ê is the peak field strength, J0 the zeroth order Bessel function and ω the
circular frequency of the wave. The wave number kz is related to the free space wave
number k = ω/c, the so-called cutoff wavelength λc and corresponding wavenumber

Fig. 8.4. Drift-tube accelerator after Wideröe
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kc = 2π/λc via kz = √
k2 − k2

c . Only waves with λ < λc can travel along the tube.
Since the field must vanish on the metallic surface at the radius of the tube r = b, the
relation kc = ν0/b must be satisfied, where ν0 = 2.405 is the first zero of the Bessel
function J0.

In principle, such a wave would be well suited to accelerate electrons if they
would “ride on the wave” or, more exactly, if they had the same speed as the phase
velocity of the wave. Unfortunately, the phase velocity vph of all modes is larger
than c. For the discussed mode it turns out to be

vph = ω

kz

= c
√

1 − λ2

λ2
c

> c. (8.3)

An electron at the speed of light would be accelerated only over a short distance,
then the field orientation would reverse, and the particle would be decelerated again.
On average there would be no energy gain. However, there are ways to overcome
this problem. One solution to obtain effective acceleration in a long structure is the
installation of periodic apertures in the round pipe. Thereby it is possible to slow the
phase velocity down until it matches exactly the speed of light at a certain frequency.
Such an accelerating structure is called disc-loaded waveguide or multi-cell cavity
(Fig. 8.5).

Contrary to the smooth waveguide, there will always be reflections at the irises of
the disc-loaded waveguide, which will produce diffraction like patterns in the longi-
tudinal field distribution. A regular field pattern that suits the purpose of acceleration
is only obtained if the wavelength is chosen as a multiple of the disc distance, λ = nd

(Fig. 8.5). The possible modes are named according to the angular phase advance per
cell: 2π/n = kzd . The most commonly used ones are the π-mode (n = 2) and the
2π/3-mode (n = 3). In storage rings often single cell cavities are employed.

Classical room temperature accelerator structures are usually made from copper
for reasons of high electrical and thermal conductivity. A relatively new development
to improve the performance of the accelerating structures is the employment of su-
perconducting cavities. These structures are mostly made from ultra-pure niobium,
operated at liquid helium temperatures. With superconducting cavity walls resistive
RF losses are reduced to a minimum. The quality factor of such cavities, which is
the number of cycles for an e-folding decay of the field amplitude, can reach 1010.
This number is to be compared with several 104 for conventional copper structures.
The advantage of the superconducting structures is the absence of noticeable heat

Fig. 8.5. Side view of circular disc-loaded waveguide for resonant acceleration. The figure
shows schematically the electrical field lines for the two most commonly applied acceleration
modes and relevant dimensions of the structure
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Fig. 8.6. Superconducting TESLA shaped 9-cell cavity for operation at 1.3 GHz

loads which permits continuous wave operation or at least operation with millisec-
ond pulses, whereas copper structures can withstand only sub-microsecond pulses
at the highest gradients. The first project where superconducting cavities have been
used on a larger scale was CEBAF [15]. The proposed International Linear Collider
(ILC) [17] uses superconducting 9-cell cavities at 1.3 GHz with anticipated gradients
up to 35 MV/m (Fig. 8.6).

8.1.4 Acceleration by Induction (Betatron)

This principle of acceleration by induction was first discussed, but not published,
by Wideröe. The particle beam is circulated in an upright magnetic field. When the
field strength is dynamically increased with time, a circular electrical field is induced
which accelerates the beam along its circular path (Fig. 8.7). Basically, the beam is
the equivalent to a secondary winding in a transformer. The relationship between
magnetic field B and electric field E is given by the Maxwell equation

rot E = −Ḃ. (8.4)

In this configuration the dynamic combination of magnetic and electric field provides
bending, i.e. spacial confinement of the beam and acceleration at the same time.

In order to keep the trajectory radius constant during acceleration, a specific ra-
dial variation of the magnetic field is required. This field profile is usually achieved
by shaping the pole contour. In the following, a relation for the necessary magnetic
field characteristics will be derived. If one requires equality of centrifugal and mag-
netic bending force on the particle, it holds: pv/ρ = evBz, where p is the parti-
cle momentum, v the velocity, ρ the bending radius and Bz the magnitude of the
vertically oriented magnetic field. On the other hand, the application of Stokes in-
tegral law on (8.4) delivers 2πρEφ = −πρ2 d

dt
Bz, where Bz is the magnetic field

averaged over the circle enclosed by the particle trajectory. The change of particle
momentum due to the circular oriented electric field Eφ is given by dp

dt
= −eEφ . If
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Fig. 8.7. Schematic side view of a betatron

these conditions are combined, we obtain a relation for the B-field on the circle and
the average B-field inside the circle: d

dt
Bz = 1

2
d
dt

Bz. Integration over time finally
leads to the well-known Wideröe condition for stable orbits in a betatron accelera-
tor

Bz(t, ρ) = 1

2
Bz(t) + B0. (8.5)

In words: for stable orbits the field on the particle trajectory has to be raised half as
much as the average enclosed field. The constant offset B0 can be chosen at will to
adjust the orbit diameter according to the available apparatus.

8.1.5 Particle Sources

Particle sources provide the particles for the accelerator, usually at moderate ener-
gies. Often the performance of the whole accelerator depends critically on the beam
parameters the particle source delivers. This refers to the time structure of the pro-
duced beam, the current and most importantly the beam density which relates to the
transverse and longitudinal dimensions of the beam.

The classical principle for the generation of electron beams employs a heated
cathode for the emission of electrons. A modern and more advanced example of an
electron source is shown in Fig. 8.8 [18]. The electrons are emitted from a special
photo-cathode, made of Cs2Te, which is illuminated by laser light with a wavelength
of 263 nm. The cathode material is optimized such as to obtain a maximum yield
of electrons per number of photons. The material is very sensitive and has to be
handled with extreme care. The high efficiency is lost when exposed to air or even
poor vacuum conditions. The laser beam is pulsed in time according to the beam
pattern required by the downstream accelerator. In the described electron gun the
laser produces 5000 pulses with a length of 15 ps each in a train of totally 800 μs
length. This pattern is repeated 10 times per second.

After the emission from the cathode the cloud of electrons tends to blow up
because of the repulsive Coulomb forces between the equally charged particles. This
force is largely compensated by an attractive magnetic force with increasing beam
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Fig. 8.8. RF gun built for the Tesla Test Facility (DESY) [18]

energy. Therefore, it is important to accelerate the electrons as quickly as possible to
relativistic energies in order to obtain small transverse beam dimensions which are
related to the so-called emittance (see Sect. 8.2.1).

In the discussed electron source the acceleration is achieved with a short accel-
erating structure that consists of one and a half cavity cells. The cathode is placed
in the end plate of the half-cell, where the maximum gradient occurs. The RF wave
is fed to the cells through a coaxial coupler. At a frequency of 1.3 GHz and an RF
power of 4.5 MW over a pulse duration of 1 ms one achieves an accelerating gradi-
ent of 50 MV/m. With this electron source it is possible to produce an average pulse
current of 8 mA and a normalized emittance of εN ≈ 1 mm mrad.

For the generation of high energy proton beams the accelerator chain often starts
with an H− source. This provides the advantageous possibility to combine a circu-
lating proton beam and an injected H− beam in the same phase space. The beams are
bend by a magnetic field in opposite direction. At a location where the orbits coin-
cide the electrons are stripped from the H− ions using a thin foil. If positively charged
protons were injected, such an accumulation would not be possible. A description of
a pulsed H− source can be found in [19]. This source produces pulses with a length
of 150 μs, a current of 40 mA and a repetition rate of 8 Hz. The achieved normalized
emittance amounts to εN = 0.06 mm mrad.

Electron and proton sources are the most commonly used ones. In addition there
exists a variety of ion sources and sources for the production of antiparticles, in
particular positrons and antiprotons. The interested reader is referred to [2].

8.1.6 Colliders

Already the first accelerators ever built were used to investigate the structure of mat-
ter using fixed target experiments. A material sample was irradiated with a parti-
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cle beam, and scattered secondary particles were observed behind the target with
appropriate detectors. By deep inelastic scattering of antiparticles, e.g. electrons
and positrons, it is possible to produce new particles if the collision energy is high
enough. However, in case one of the collision partners is at rest, as for the fixed
target setup, most of the beam energy is lost in the recoil process. The available
centre of mass energy Ecm scales only with the square root of the beam energy Eb:
Ecm ≈ √

2E0Eb, where E0 = m0c
2 is the energy of the particle at rest. This ap-

proximation holds for beam energies much higher than the rest energy of the beam
particles.

Very soon it became clear that higher collision energies can be achieved if the
target is not fixed but two opposing beams are collided. If again the energies E1 and
E2 of the two beams are much higher than the rest energies of the particles, the center
of mass energy of the collision is given by Ecm ≈ 2

√
E1E2. For most colliders the

two beam energies are equal and Ecm ≈ 2Eb.
Besides the energy, the frequency of interesting collision events is the other im-

portant parameter for each collider. Obviously, this rate is proportional to the number
of beam particles and inversely proportional to the cross-sections of the beam spots
at the interaction points. As a measure for the interaction rate the luminosity L is
introduced

L = fbN1N2

4πσxσy

. (8.6)

Here, fb is the collision frequency of particle packets, N1 and N2 are the particle
numbers in the packets of the two beams and σx and σy the rms width and height of
the two beams assuming the beams have equal dimensions. The interaction rate for a
specific process is obtained by multiplying the luminosity with the interaction cross-
section for this process. Practically, luminosities in the range 1030 . . . 1034 cm−2 s−1

have been achieved in colliders. To maximize the luminosity, all colliders use special
insertions, arrangements of quadrupoles, to achieve very small beam spots at the
interaction points.

The concept of high-energy particle colliders provided outstanding possibilities
for the research on elementary particles. Over the past 40 years many colliders were
built and the energies were raised several orders of magnitude, see Fig. 8.9. Most
facilities utilize electron/positron collisions, but some of them are proton/antiproton
colliders. Electron/positron storage rings are limited by the particles energy loss from
synchrotron radiation (see Sect. 8.2.3). Much higher energies can be reached with
protons/antiprotons since they produce nearly no radiation losses. However, since
these particles possess a complicated inner structure, their reactions are more difficult
to interpret.

In some cases it is advantageous to collide beams with different energies. Ex-
amples are the presently operated B-factories PEP-II and KEK-B where it is nec-
essary for the detection of decay lengths to provide a moving centre of mass for
the experimental detector. The energies chosen are approximately 3 and 9 GeV. An-
other example is the HERA accelerator where electrons and protons are collided.
Because of the mentioned reason, it is relatively easy to achieve a high proton en-
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ergy of 920 GeV, whereas the electron energy is 27.5 GeV. A new facility with the
highest energy of Ecm = 14 TeV and a length of 27 km is the Large Hadron Collider
(LHC), presently under construction at CERN. This accelerator complex will collide
two proton beams.

The synchrotron radiation problem in storage rings can be overcome by the lin-
ear collider concept where the beams are accelerated along a straight line, basically
without deflections. Linear colliders employ long chains of accelerating structures
(see Sect. 8.1.3) to reach high beam energies within a single beam passage. One
large scale linear accelerator, the SLC, was successfully operated with energies up to
50 GeV at the Stanford Linear Accelerator Center (SLAC) in the US. In recent years
several proposals for linear colliders with beam energies up to 500 GeV have been
discussed. The operating frequencies of the accelerator structures in the proposed
facilities reach from 1.3 GHz up to 30 GHz. With higher frequency also higher ac-
celerating gradients can be achieved. However, high frequency structures have small
dimensions and the interaction of the electromagnetic fields generated by the beam
with the cavity walls is stronger. Among other complications this leads to tighter
alignment tolerances.

After careful judgement of different aspects the technology of superconducting
accelerator structures at 1.3 GHz has been chosen as the basis for the International
Linear Collider (ILC) [17].

Fig. 8.9. Beam energy versus year of completion for various collider facilities around the
world. The hollow points represent e+e−-colliders, the filled ones pp̄- or ep-facilities
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8.1.7 Synchrotron Radiation Sources

Synchrotron light, typically X-ray radiation in the keV region, is emitted when a
charged particle beam is bend in a magnetic field. Details of this mechanism and
the properties of the radiation are discussed in Sect. 8.2.3. Synchrotron radiation oc-
curs as a side effect in circular electron accelerators and storage rings. It was quickly
realized that the intense radiation allows a broad range of experimental research in
different areas. In the early 1960s the synchrotron DESY in Hamburg was the first
accelerator regularly used for synchrotron radiation research in a parasitic mode.
A storage ring that was exclusively planned for synchrotron radiation production,
named TANTALUS [20], was built in 1968. The mentioned facilities did not take
any special measures to maximize the intensity of the produced radiation and are
called first generation light sources. Later the magnet lattice of such storage rings
was optimized in order to obtain very small equilibrium beam dimensions. In this
way these second generation light sources were able to generate much intenser pho-
ton beams from dipole radiation. The performance was further improved in third
generation light sources that employ specific insertion devices for the deflection of
the beam. Insertion devices are undulator magnets that bend the beam back and forth
(Fig. 8.10). Similar devices with stronger deflection are called wiggler magnets. Be-
cause the overall direction of the beam is not changed, the radiation of several dipole
magnets is superimposed which leads to enhanced radiation at a specific wavelength.

The latest developments for the generation of photon radiation with accelera-
tors are finally represented by free electron lasers. Here the beam is sent through
undulator magnets as well, with very high charge density. If the interaction between
radiation and particle beam is intense and long enough, a self-bunching effect sets on.
The forces from the generated electromagnetic waves lead to a concentration of the
beam in small packets, micro-bunches, which radiate coherently. This process leads
to an exponential growth of the radiation intensity until the particle beam is fully
bunched, i.e. modulated with the wavelength of the coherent radiation. The FEL
process has been studied and demonstrated at several accelerator facilities world-
wide. Figure 8.11 shows the observation of the mentioned exponential growth with

Fig. 8.10. Principle of an undulator magnet for the generation of coherent radiation
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Fig. 8.11. Energy per laser pulse as a function of the undulator length in the TTF FEL. The
dots represent measured values, the line a numerical prediction [22]

increasing undulator length and saturation of the process in the TESLA Test Facility
(TTF) [21].

A measure for the photon intensity of synchrotron radiation sources is the bril-
liance, which is basically the density of the generated photons in the six-dimensional
phase space. The density is expressed in number of photons radiated per area of beam
cross-section, per space angle, per unit time and per photon energy interval. As a
practical convention, the brilliance is often normalized on 0.1% of the bandwidth in
terms of photon frequency. Figure 8.12 shows the historical development of typical
brilliances achieved in synchrotron radiation facilities of different generations.

8.2 Essentials of Beam Dynamics

The purpose of this section is to discuss three selected topics of accelerator theory
with practical importance and to derive some fundamental relations in somewhat
more depth. Nevertheless, the reader should note that the study of additional litera-
ture is required for a thorough understanding of the beam dynamics in accelerators.

8.2.1 Beam Emittance and Phase Space

In an accelerator the particles are guided and focused by magnetic fields. The mag-
nets are installed along an ideal orbit of the particle beam. It is convenient to describe
the motion of an individual particle in terms of coordinates relative to this ideal orbit.
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Fig. 8.12. Average brilliance values for accelerator-based synchrotron radiation facilities and
X-ray tubes over time

The motion path of an individual particle is called trajectory, whereas the term orbit
denotes the sample average of particles in a beam. The instantaneous position of the
particle will be specified by [x, y, s], where x, y are the horizontal and vertical devi-
ations from the ideal orbit and s is the distance along the orbit from a reference point
(Fig. 8.13). For the complete definition of a particles state three more coordinates,
which are connected to the instantaneous momentum, are needed. Commonly used
are [x′, y′, E], where x′ = px/p and y′ = py/p are the transverse angular devia-
tions from the ideal orbit and E ≈ cp is the particle energy which is proportional
to the momentum for highly relativistic particles. Instead of the absolute energy it is
often more convenient to use the energy deviation δE to the reference particle.

For many applications of particle accelerators the minimally achievable beam di-
mensions, or more generally the phase space density in the beam, are very important.
The brightness of X-ray beams generated in synchrotron light sources or the interac-
tion rate achieved in colliders for purposes of high energy physics research depend
on the beam dimensions. In the first case it is desirable to obtain a small divergence
or angular spread of the beam particles at the location where the light is emitted since
this will result in a well focused, high brightness X-ray beam. At the interaction point
of a collider, where two opposing beams penetrate each other, the goal is to generate
small beam cross-sections to maximize the rate at which interesting collisions oc-
cur. Both mentioned properties of the beam, the divergence and the dimension are
coupled together and are related to the transverse emittance parameter.

The beam particles are distributed in a certain volume of the six-dimensional
phase space. A volume covered by a surface of constant particle density remains
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Fig. 8.13. Coordinate system related to the ideal orbit (left) and the statistical properties rms
width and rms angular spread of particles in a bunch

constant under Hamiltonian transformations. It can be rotated, stretched or arbitrarily
deformed, but the enclosed volume is conserved. This property of the phase space
is related to the so-called Liouville theorem. It has important consequences for the
beam dynamics. For example, it allows to compute the propagation of statistical
beam properties in a transport channel. The conservation of phase space density is
not fulfilled for non-Hamiltonian forces that act on individual particles, e.g. Coulomb
scattering or the emission of photons in an external magnetic field.

For practical purposes one considers projections of the full six-dimensional phase
space, for example, onto the (x, x′)-plane of the transverse coordinates. The horizon-
tal emittance εx of the beam is a measure of the average phase space area the beam
covers in these coordinates. The rms emittance can be computed statistically from
the coordinates of the individual particles. We assume particle coordinates relative to
the orbit here, i.e. 〈x〉 = 0, 〈x′〉 = 0:

εx =
√

〈x2〉〈x′2〉 − 〈xx′〉2. (8.7)

As an important consequence from the Liouville theorem this value is conserved as
long as no coupling to the other four degrees of freedom occurs, which is commonly
avoided in accelerator designs. The same emittance value can be defined for the
vertical coordinates and also for the longitudinal ones. The so-called normalized
emittance εN = βγ ε is an adiabatic invariant in the absence of radiation and remains
constant when βγ is raised by acceleration. Here, β = v/c is the velocity of the
particle in units of the speed of light. As a consequence, for proton and ion beams or
electrons in a linear accelerator the transverse beam size shrinks during acceleration
as (βγ )−1/2.

Besides the beam energy and current, the transverse and longitudinal emittance
values belong to the major parameters characterizing an accelerator. In the next sec-
tions we discuss how the transverse beam dimensions are related to the emittance in
a magnet lattice and the existence of an equilibrium emittance in storage rings with
synchrotron radiation.
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8.2.2 Equations of Motion and Strong Focusing

This section gives a short introduction into the linear beam dynamics in a strong
focusing (compare with Sect. 8.1.2) magnet lattice. This will enable the reader, for
example, to compute basic beam properties such as transverse beam size or diver-
gence with the help of an optics table.

In an electromagnetic field the Lorentz force F acts on a particle with charge e

and velocity vector v
F = ev × B + eE. (8.8)

In accelerators the electric force (the second term on the right) is commonly used for
acceleration and the magnetic force for deflection and focusing. The magnetic force
acts always perpendicular to the direction of motion and consequently it is incapable
of changing the kinetic energy of a particle. In a dipole magnet with field strength
B and length l a particle with momentum p is deflected on a circular path with a
bending radius ρ and a deflection angle θ

1

ρ
= eB

p
≈ 0.3 [m−1] B [T]

p [GeV/c] , θ ≈ l

ρ
. (8.9)

Besides dipole fields, modern accelerators and beam transport lines use quadrupole
fieldsv which apply a bending force that is proportional to the particles deviation
from the magnetic axis, thereby providing transverse focusing for the beam. In fact,
a particle beam is focused by a quadrupole in a similar way as a light ray by an
optical lens. The typical shapes of these two most elementary magnets are shown in
Fig. 8.14. Another magnet type of importance is the sextupole. It acts like a position
dependent quadrupole and is used to compensate for the momentum dependence of
the quadrupole focusing.

Contrary to the optical lens, a magnetic field in a current free region cannot apply
a focusing effect to the beam in the horizontal and vertical plane simultaneously. This
can be seen by applying the Maxwell equation and expanding the Lorentz force (8.8)
around the beam orbit up to linear terms

rot B = 0 → ∂

∂x
By − ∂

∂y
Bx = 0,

Fx ≈ −gx + Fx(0), Fy ≈ gy + Fy(0), (8.10)

g ≡ eβc
∂

∂x
By

∣∣∣∣
x=0

= eβc
∂

∂y
Bx

∣∣∣∣
y=0

.

A focusing force is a back-driving force that pushes a particle with any deviation
back to the ideal axis. In the above notation, Fx is focusing and Fy defocusing for
g > 0. An ideal quadrupole field exhibits only the linear terms.

Though focusing for both planes is impossible in a single quadrupole, an effec-
tive focusing for both planes is attainable by installing quadrupoles with alternating
gradients in a sequence. In-between the quadrupoles one can either install dipoles to
form an arc or leave the space empty in case of a transport channel. This scheme is
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Fig. 8.14. Dipole magnet (left) and quadrupole magnet (right), both with iron yokes

called alternating gradient focusing or FODO structure since focusing quadrupoles
(F), drift spaces (O) and defocusing quadrupoles (D) are employed. The full theory
of particle dynamics for the alternating gradient scheme is beyond the scope of this
book. The interested reader is referred to [1] or the excellent original publication
of Courant and Snyder [23]. We discuss here the basic relations which are important
from the practical point of view. If we neglect bending fields and consider the motion
in quadrupole fields with respect to the ideal orbit, the equations of motion are:

x′′ + k(s)x = 0, y′′ − k(s)y = 0. (8.11)

The prime denotes derivation with respect to s, k = g/cp in quadrupoles and k = 0
elsewhere. For a given arrangement of magnets an amplitude function β(s) can be
computed. The solutions of (8.11) are conveniently expressed with the help of this
β-function. We discuss here only the solution for x since that for y is equivalent.

x(s) = √
2Jxβx(s) cos(ϕx(s) + ϕx0), ϕx(s) =

∫ s

u=0

du

βx(u)
. (8.12)

The particles oscillate around an ideal beam orbit with an amplitude that is modulated
with the square root of the β-function. At the same time the β-function presents the
local wavelength of the oscillation due to its relation with the phase advance ϕx(s).
The β-function plays a central role for many beam dynamics calculations. The choice
of the symbol β is a bit unfortunate since it can be mixed up with the relativistic β

that was introduced earlier. To discriminate the two meanings, we always index the
function β with x or y, corresponding to the transverse planes of motion.

Trajectories with equal amplitudes and different phases are shown together with
the envelope function

√
βx(s) in Fig. 8.15 for a FODO lattice. The β-function is

usually computed with optics codes and tabulated in lists for each accelerator. For
completeness we give here also the differential equation for the β-function, which
can be deduced from (8.11) and (8.12),

2βxβ
′′
x − β ′2

x + 4β2
xk(s) = 0. (8.13)
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Fig. 8.15. Particle beam (dashed) and trajectories for both transverse planes in a FODO struc-
ture

Equation (8.12) is the solution of a second order equation of motion and contains two
integration constants that define the initial conditions of motion. Jx is the particle
action, a measure for the amplitude of the oscillation around the ideal axis, and ϕx0
the initial phase. The angular deviation of an individual particles motion px/p ≈
x′(s) is derived by computing the derivative of (8.12) with respect to s

x′(s) = −
√

2Jx

βx(s)
(αx(s) cos(ϕx(s) + ϕx0) + sin(ϕx(s) + ϕx0)). (8.14)

Here, another optical function αx(s) = −1/2 dβ(s)/ds is introduced, which is re-
lated to the derivative of the β-function. If the particle coordinates x and x′ are mea-
sured at a specific location s in an accelerator, the action Jx is computed by

Jx = 1

2

((
αx(s)√
βx(s)

x + √
βx(s)x

′
)2

+ x2

βx(s)

)
. (8.15)

Lines with constant action form ellipses in the phase space (x, x′). An example of
a phase space distribution is shown in Fig. 8.16. If we observe the coordinates x, x′
of an individual particle at a specific location in a storage ring turn by turn, it also
samples an ellipse. While the amplitude of the oscillation remains constant, if we
neglect synchrotron radiation for a moment, the phase of the oscillation advances
every turn by a value �ϕx = 2πQx , where Qx is called the horizontal betatron
tune of the accelerator. The tune is an important parameter of the magnet lattice that
should not approach an integer. In case the tune equals an integer, trajectories in



8 Particle Accelerators 375

Fig. 8.16. Simulated Gaussian phase space distribution in the coordinates x, x′. The ellipses
for one, two and three standard deviations are indicated

consecutive turns would have the same phases, small distortions would add up turn
by turn and would finally lead to particle losses. Also, higher resonances where the
tune approaches rational numbers with small integer denominators are dangerous.

In electron storage rings the emission of synchrotron radiation (Sect. 8.2.3) leads
to an equilibrium Gaussian distribution of the beam particles in the transverse co-
ordinates. Often also the distribution of a proton beam is well approximated by a
Gaussian one, although a proton beam is never in an equilibrium state due to the
practical absence of radiation. For this case the distribution functions of a beam con-
taining N particles are given below in terms of the phase space coordinates x, x′,
and the above introduced action angle variables Jx, ϕx . For the sake of simplicity, an
accelerator position with αx = 0 has been chosen here.

ρ(x, x′) dx dx′ = N

2πεx

exp

⎛

⎜⎜
⎝−

βx(s)x
′2 + x2

βx(s)

2εx

⎞

⎟⎟
⎠ dx dx′,

(8.16)

ρ(Jx, ϕx) dJx dϕx = N

2πεx

exp

(
−Jx

εx

)
dJx dϕx.

The distribution for y is equivalent. By computing

〈Jx〉 =
∫

dJx dϕxJxρ(Jx, ϕx)/N,

we find that the expectation value of the action is the emittance εx ≡ 〈Jx〉. In the
Gaussian phase space distribution shown in Fig. 8.16, the ellipses at one and two
standard deviations are indicated. The beam contains 39%, 86% and 99% of particles
inside one, two and three standard deviations, respectively. These numbers are valid
for the two-dimensional Gaussian distribution of (8.17) and should not be confused
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with the ones of the often used one-dimensional distribution. As discussed above,
the essential parameter is the emittance εx . The rms beam width σx and divergence
σ ′

x are given by

σx = √
βxεx, σ ′

x =
√

(1 + α2
x)εx/βx. (8.17)

Here we see the importance of the tabulated optical functions αx, βx . Together with
the emittance value, they allow to compute beam width and divergence for any posi-
tion in the accelerator.

8.2.3 Synchrotron Radiation

Any accelerated charge radiates electromagnetic power. This fact has many impor-
tant consequences for particle accelerators. They range from radiation induced heat-
load on vacuum components over radiation damping in a storage ring to such subtle
effects as unavoidable energy uncertainty during the collisions in a linear collider at
very high beam energies.

In principle radiation is emitted for any acceleration, however, the strongest radi-
ation occurs when the acceleration is applied perpendicular to the direction of motion
of the particle, e.g. in a magnetic field [24]. The radiation power of a single parti-
cle on a circular path with radius ρ, rest mass m0 and energy E was computed by
Liénard already in 1898 [25],

Pγ = e2c

6πε0

1

(m0c2)4

E4

ρ2
. (8.18)

The rest mass m0 enters (8.18) with the fourth power. With a rest mass ratio of 1836
a proton radiates 18364 ≈ 1013 times less power than an electron when moving on
the same bending radius with the same energy. At the beam energies available today
radiation is only important in electron or positron accelerators. However, in the LHC
collider, presently under construction, at 7 TeV beam energy also the radiation from
protons becomes relevant.

In more practical units, the power radiated by an electron beam with current Ib

over a length l is

Pbeam [kW] ≈ 14.1
E4[GeV4]l [m]Ib [A]

ρ2 [m2] . (8.19)

The electron/positron collider LEP at CERN was the storage ring with the highest
lepton energy ever built. With a bending radius of 3100 m, a top energy of 104 GeV
per beam and a beam current of 6 mA the total radiation power was 2×20 MW. This
power is deposited as heat in the beam pipe around the ring. The power loss must
be continuously compensated by the RF system of the accelerator. The example of
LEP demonstrates the limitations of the storage ring concept. Even with the large
circumference of 27 km it is not possible to extend the beam energy substantially
beyond 100 GeV. The strong scaling of the required power with the fourth power of
the beam energy, see (8.18), would require enormous RF powers. The way out are
linear colliders as described in Sect. 8.1.3.
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Fig. 8.17. Normalized differential synchrotron radiation spectrum and integrals of the spec-
trum from both sides. The photon energy is given in units of the critical energy Ec

Besides the power, another important characteristics of the radiation is their spec-
tral distribution, as shown in Fig. 8.17. The exact distribution function was first com-
puted by Schwinger [26] in 1946. For most applications it is enough to know a typical
photon energy, the so-called critical energy Ec. The power content of the spectrum
is exactly 50% below and above the critical energy.

Ec = 3

2
h̄c

γ 3

ρ
, Ec [keV] ≈ 2.218

E3[GeV3]
ρ[m] . (8.20)

The derivation of the spectral function is described in [24]. For practical purposes
one is often interested in the integral of the spectrum, for example, to determine how
much power is radiated above a certain photon energy. Figure 8.17 also contains the
integrals of the spectrum from both sides.

The photons are emitted in a narrow cone around the instantaneous direction
of motion of the particle. The typical opening angle is γ −1. However, the average
emission angle is correlated with the energy of the photons. Photons with higher
energy are more sharply peaked around the moving direction. The rough scaling as
a function of energy follows the relation θrms = (Ec/Eγ )1/3/γ .

The emission of synchrotron light in a storage ring results in an important ef-
fect called radiation damping. Generally, beam particles are not moving exactly on
the nominal beam orbit but carry some small transverse momentum. The transverse
momentum is statistically distributed among the beam particles and leads to the fi-
nite beam dimensions. As discussed above, the emission of photons is peaked in
the direction of the instantaneous momentum vector of the particle. Due to momen-
tum conservation, the recoil of the emission process leads to loss of longitudinal and
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Fig. 8.18. Principle of transverse radiation damping; the emission of a photon reduces longitu-
dinal and transverse momentum of a particle, but only longitudinal momentum is gained back
in the accelerating cavity

transverse momentum for the beam particle. In the accelerating field of the storage
ring the momentum loss is compensated. However, the particle gains only longitudi-
nal momentum back, and the transverse momentum shrinks to some small equilib-
rium value. This mechanism is sketched in Fig. 8.18. In a similar way also oscilla-
tions of the particle energy around the nominal energy are damped. Robinson [27]
formulated a theorem that relates the damping times of the energy oscillations (τE)
and the two transverse planes (τx, τy) of motion. The Robinson Theorem is based on
rather general assumptions and will be given here without proof. The essential con-
tent of the theorem states that the sum of the damping rates, i.e. the inverse damping
times, is a constant:

1

τx

+ 1

τy

+ 1

τE
= 4

τ0
, τ0 = 2

R

ρ

Eb

Pγ

. (8.21)

Here, R is the effective ring radius, i.e. the circumference divided by 2π , and ρ the
bending radius in the dipole magnets. If the ring contains no vertical deflection, it
holds τy = τ0. In addition, for most designs one has τx ≈ τ0 and τE ≈ τ0/2. Hor-
izontal and longitudinal damping rates can be traded against each other by modify-
ing the accelerator optics. This “shifting” of the damping distribution also results in
different horizontal and longitudinal equilibrium emittances. Examples for practical
damping rates in existing accelerators are given in Table 8.1.

If the emission of radiation would occur continuously without granularity, the
beam size would shrink to infinitely small dimensions. However, the energy is ra-
diated in the form of individual photons that carry certain portions of momentum.
This introduces fluctuations for the particles transverse momenta around zero and
also around the nominal momentum in the longitudinal direction. The rate dNγ /dt

of photons radiated in a dipole magnet with bending radius ρ is given by [28]

dNγ

dt
= 5αf

2
√

3

γ

ρ
c. (8.22)

Here, αf ≈ 1/137 is the fine structure constant. Note that the rate in (8.22) is about 3
times higher than the naive estimate Pγ /Ec from (8.18) and (8.20). The reason lies
in the asymmetric shape of the spectral distribution.
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Table 8.1. Some parameters of electron storage rings related to synchrotron radiation and radi-
ation damping. The listed parameters in the given order are: beam energy, ring length, bending
radius, critical energy, horizontal emittance, damping time, radiated photons per particle and
turn

Eb l ρ Ec εx τ0 Nγ /turn Location
(GeV) (m) (m) (keV) (nm) (ms)

DAFNEa 0.51 98 1.4 0.21 1000 36 66 Frascati/Italy
SLSb 2.4 288 5.7 5.4 5 9 310 PSI/Switzerland
SPRING 8b 8.0 1436 39 29 6 8.2 1040 JAERI/Japan
PEP II/HERa 9.0 2199 165 9.8 49 38 1200 SLAC/USA
LEP IIa 104 26 660 3100 810 44 5.5 13 500 CERN/Europe

a particle physics facilities
b synchrotron light sources

After several damping times the particle distribution assumes a Gaussian shape
with an equilibrium emittance. It is possible to optimize the optics of a storage ring
with the goal to minimize the emittance. This is commonly done in rings that work
as dedicated synchrotron radiation sources. The principles applied for magnet lattice
optimization are described, for example, in [1].

8.3 Vacuum Requirements in Particle Accelerators

The required level of vacuum for an accelerator depends mainly on the degree of
degradation the beam could tolerate while passing through the beam pipe. Further
restrictions are imposed by the users of the accelerator. Even lower pressure may
be requested close to the experimental detector to provide acceptable background
conditions. The vacuum pressure achieved in an accelerator often is not only given
by the thermal outgassing from the components installed, but can be affected in a
number of ways by the interaction of the beam with the vacuum system. More details
of the topics discussed in this section can be found, for example, in [2, 29, 30].

8.3.1 Beam Gas Interaction

One very important figure of a storage ring is the beam lifetime. There are always
effects that lead to losses of particles from the beam resulting in a usually slow de-
cay of the beam current. For the processes discussed here, the particle losses are
proportional to the number N of particles in the beam, dN ∝ N dt , which implies
an exponential decay of the beam current. The e-folding time of this decay, math-
ematically expressed as τ = −N/(dN/dt), is called the beam lifetime. In storage
rings lifetimes above 10 hours are usually desirable. Often the most important pa-
rameter in this context is the average residual gas pressure in the accelerator beam
pipe together with the gas composition. Scattering of beam particles off the residual
gas molecules leads to beam blowup, in the extreme case to particle losses. Also in
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linear accelerators, where the beam passes only once, one is interested in good vac-
uum conditions. Although there is no such figure as a beam lifetime, it is required to
keep beam losses at a small level to avoid damage of accelerator components and to
obtain clean background conditions for the users of the beam.

When a particle within the stored beam is scattered off a residual gas molecule,
it receives a scattering angle and it loses some fraction of its energy. Both mech-
anisms can cause particle losses from the beam. The rate at which beam particles
are scattered is basically given by the product of beam velocity βc, particle number
N and effective cross-section σi,l of the residual gas atoms which is related to the
interaction probability by

−
(

dN

dt

)

l

= Nβc
∑

i

niσi,l = N

τl

. (8.23)

The sum has to be carried out over the different species of gas atoms contained
in the residual gas composition, and ni is the volume density of the atoms. The
interaction cross-section between beam particles and residual gas atoms of type i is
denoted by σi,l . Different types of scattering processes are possible and are indexed
with l. The total beam lifetime is obtained from the inverse addition of the lifetimes
related to the individual loss mechanisms, 1/τeff = ∑

l 1/τl . We will discuss next
the relation between the beam lifetime and pressure in an electron storage ring and
describe the problems specific to proton/ion storage rings later.

The elastic or Coulomb scattering of an electron is described by the well-known
formula for Rutherford Scattering which gives the differential cross-section for the
occurrence of a scattering angle θ ,

dσi

d�
= Z2

i r
2
e

4γ 2

1

sin4(θ/2)
. (8.24)

Here, the charge of the residual gas atom is Zi and the classical electron radius is
re = 2.8 fm. If we integrate this differential cross-section from the angle θ0 above
which particles are lost to π and make use of the approximation θ0 
 1, the total
elastic scattering cross-section is

σi,el = 2πZ2
i r

2
e

γ 2

1

θ2
0

. (8.25)

The limiting angle θ0 can be estimated using a typical value for the β-function βy

and the minimum aperture Ay of the accelerator, θ0 = Ay/βy . We use the values
for the vertical plane here since the vertical aperture is usually smaller than the hor-
izontal one in electron storage rings. In principle, the geometric mean value of the
β-functions at the locations of particle scattering and particle loss have to be used.
However, these positions are not known for most practical situations. Combining the
above relations and carrying out the sum over different atom species, we obtain the
following formula for the beam lifetime due to elastic scattering:

τ−1
el = 2πr2

e c

γ 2

βy
2

A2
y

∑

i

ni

∑

j

kijZ
2
j . (8.26)
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Here, kij represents the number of atoms of type j within the molecule of type i. By
inserting numbers for the fundamental constants and expressing the gas density in
terms of pressure at room temperature, we obtain the following formula for the beam
lifetime in electron rings due to elastic scattering:

τel [h] = 2839
E2 [GeV2] A2

y [mm2]
β

2
y [m2]

(∑

i

Pi [pbar]
∑

j

kijZ
2
j

)−1

. (8.27)

Because of the quadratic dependence on Z, the beam lifetime is crucially affected if
heavy gas species are present in the gas composition.

As an example, we consider the 27 GeV storage ring HERA-e at DESY. The typ-
ical gas composition of a synchrotron radiation dominated storage ring consists of
25% CO and 75% H2, see Sect. 8.3.2. The effective nuclear charge for this com-

position amounts to Zeff =
√

〈Z2
i 〉 ≈ 3.6. For HERA we assume an average total

pressure of 10−8 mbar, a minimum aperture of Ay = 20 mm and a β-function of
βy ≈ 25 m. The resulting beam lifetime from elastic scattering is τel = 5200 h. In
fact elastic scattering is not an important contribution for the beam lifetime and prac-
tically observed lifetimes are much lower due to different mechanisms. However, in
storage rings with small apertures, e.g. with special wiggler magnet insertions, elastic
scattering is potentially more important.

The other major loss mechanism is inelastic scattering caused by Bremsstrahlung
interaction of the beam particles with residual gas molecules. This process involves
the deceleration of a beam particle in the Coulomb field of a residual gas atom and the
emission of a high energy photon. The energy loss from the interaction can cause the
particle to leave the energy acceptance of the accelerator, and then it will eventually
be lost by further energy loss from synchrotron radiation. The important parameter
in this context is the largest allowed relative energy deviation for the particles to stay
confined within the beam, δE = �E/E0. The cross-section for the inelastic process
is

σinel ≈ −4

3

Vn

NA

1

X0
ln(δE), (8.28)

where NA is the Avogadro constant and Vn = 22.4 l/mol is the molar volume under
standard conditions. The radiation length X0 is the length over which a particles
energy has dropped by a factor 1/e. X0 scales roughly inversely proportional to the
square of the nuclear charge of the residual gas and also inversely proportional to
its density. Radiation length values for common gases under normal conditions are
tabulated, for example, in [31]. In Table 8.2 we list X0 for the important gases of
accelerator vacuum systems. To compute the beam lifetime, the effective radiation
length is obtained by inverse averaging over the different gas species:

1

τbrems
= −4

3

c

Pn

ln(δE)
∑

i

Pi

X0,i

, (8.29)

where Pn is the atmospheric pressure for which tabulated values X0,i of different gas
species are usually given and Pi are their partial pressures in the vacuum system. This
expression can be converted into the following formula for practical applications:
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Table 8.2. Radiation length X0 and inelastic interaction length λi for different gases under
atmospheric pressure and 20◦C

H2 He CH4 H2O CO N2 C2H6 Ar CO2 air

A 2 4 16 18 28 28 30 40 44
X0 (m) 7530 5670 696 477 321 326 364 117 196 304
λinel (m) 6107 3912 1103 1116 763 753 606 704 490 747

τbrems [h] = −0.695

ln(δE)

(∑

i

Pi [pbar]
X0,i [m]

)−1

. (8.30)

In the HERA-e storage ring lifetimes of τb > 10 h are required. In practice the
energy acceptance is δE = 8×10−3 and gas composition and pressure are assumed as
discussed in the example on Coulomb scattering. This results in a theoretical lifetime
of τb = 16 h, whereas the lifetime observed in practice is in the range of 12–17 h.

For a proton or ion beam already the degradation of the beam emittance from
elastic gas scattering at very small angles is harmful. Due to the absence of radiation
damping any decrease of the beam density over the storage time cannot be recovered.
This accumulation of small scattering effects over time leads generally to tighter
vacuum requirements than for electrons. In a collider facility the slow increase of the
beam dimensions is translated into a finite luminosity lifetime. It is possible to define
a growth- or lifetime for the beam emittance:

1

τε

= 1

ε

dε

dt
. (8.31)

The scattering of the beam particles at the residual gas causes a diffusive growth
of the mean squared angular deviation of the particles momentum vector which is
linear in time. The emittance growth is related to this angle as follows (θp is the rms
scattering angle projected on a transverse plane):

dεy

dt
= 1

2
βy

d(θ2
p )

dt
= 1

2
βy

(13.6)2

(βcp)2 [MeV2]
βc

Pn

∑

i

Pi

X0,i

. (8.32)

For highly relativistic beams the growth time is then given by

τε [h] ≈ 34.2
εy [m rad] E2 [GeV2] T [K]

βy [m]
(∑

i

Pi [pbar]
X0,i [m]

)−1

. (8.33)

The temperature T has been included in the given formula since many proton accel-
erators usesuperconducting magnets and cold beam pipes. The described mechanism
takes only Coulomb scattering into account.

As a numerical example, we consider here the proton ring of HERA with an op-
erating energy of 920 GeV, an average β-function of 50 m, a gas temperature of 4.5 K
for the major part of the ring and a gas pressure of 5 × 10−11 mbar. The gas com-
position should be exclusively hydrogen at this temperature and the beam emittance
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amounts to 5 × 10−9 m rad. With these numbers we obtain a rather slow rise time of
1960 h.

Another process is the complete removal of particles from the beam by inelastic
scattering. The beam lifetime for this effect can be computed using the inelastic
interaction length λinel, which is also tabulated in Table 8.2,

1

τinel
= βc

P0

∑

i

Pi

λinel,i
. (8.34)

The inelastic interaction length is related to the corresponding nuclear cross-section
via λinel = A/ρ NA σinel, where A is the molar mass and ρ the density. If we again
include the gas temperature and take out all constants, we obtain the following for-
mula for the inelastic beam-gas lifetime:

τinel [h] = 3.2 × 10−3T [K]
(∑

i

Pi [pbar]
λinel,i [m]

)−1

. (8.35)

Once more we use HERA-p with the above parameters for a numerical example and
read the interaction length from Table 8.2. The lifetime is computed with 1740 h, and
indeed lifetimes of 1000 h or more are regularly achieved in the proton ring when no
electron beam is present. With beam–beam collisions other effects come into play
that cause smaller lifetimes.

8.3.2 Static and Dynamic Aspects of Accelerator Vacuum Systems

For a given geometry and pump speed the lowest achievable pressure in a vacuum
system is determined by the thermal outgassing of the vacuum chambers and com-
ponents installed. This outgassing is initially dominated by the desorption of ad-
sorbed gas molecules from the surfaces, e.g. water. After sufficient pumping time,
the outgassing is mainly hydrogen originating from diffusion out of the bulk mate-
rials. Hence the static vacuum is given by the desorption rate of the used materials
and the pumping speed installed into the system. However, the vacuum pressure of
particle accelerators can be affected in a number of ways by the interaction of the
beam with the vacuum system. This is usually referred to as dynamic vacuum.

Intense synchrotron radiation, focused into a forward-directed narrow cone, is
produced in all high-energy accelerators for electrons and positrons. For the first
time a significant level of synchrotron radiation will also occur at the high-energy
proton beams of the LHC. The energetic photon flux produces strong outgassing
from the vacuum system leading to large dynamic pressure increases, which could
limit the beam lifetime in a storage ring or cause increased background in the area of
an experiment.

The synchrotron radiation induced desorption of gas molecules is considered to
occur in a two stage process. The photons primarily produce photoelectrons. Subse-
quently, tightly bound gas molecules are desorbed by electron stimulated desorption
from the surfaces [32, 33]. For very high photon energies the electrons are produced
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by Compton scattering instead of the photo-effect. Due to scattered and reflected
photons and also secondary electrons the molecules are practically desorbed from
the whole internal vacuum chamber surface. Following (8.22), the total number of
emitted photons per second around the accelerator circumference increases linearly
with beam intensity I and particle energy E,

dNγ

dt
= 8.08 × 1017I [mA] E [GeV]. (8.36)

The photon flux per unit length (s−1 m−1) is given by

dNγ

dt ds
= 1.28 × 1017 I [mA] E [GeV]

ρ [m] , (8.37)

with ρ being the bending radius. The resulting flux of desorbed gas is related to
the photon flux by the desorption yield ηγ , the number of desorbed gas molecules
per incident photon. Instead of quoting the molecular desorption yield, the vac-
uum performance of an accelerator is usually expressed by the dynamic pressure
rise �P/�I which includes implicitly also the installed pumping speed of the sys-
tem.

The desorption yield ηγ depends on the chosen material and its preparation, e.g.
cleaning. It needs to be determined experimentally. Figure 8.19 shows an example of
ηγ as a function of accumulated photon flux, more figures and references are given
in [29]. Variations in ηγ by a factor of 10 for various gas species are not unusual. The

Fig. 8.19. Desorption yield ηγ as a function of accumulated photon flux for unbaked cop-
per [34]
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desorbed gas is dominated by hydrogen, followed by carbon monoxide and carbon
dioxide. In addition, methane is released at a rate of about a factor 10 less, while
water when present is not much desorbed.

During operation of the accelerator, ηγ decreases initially very fast and later on
more gradually by several orders of magnitude with increasing accumulated photon
flux. As the initial pressure rise normally exceeds the static pressure by several orders
of magnitude, the resulting initial beam lifetime in storage rings may be very short.
However, in most facilities it is an accepted design concept that the required vacuum
performance will be achieved after an initial conditioning time only. Figure 8.20
shows the evolution of the dynamic pressure of LEP over a period of more than 10
years [35]. The overall dynamic pressure rise decreases inversely proportional to the
integrated beam current.

An important aspect for the operation of accelerators is the need of recondition-
ing of the vacuum system following any exposure to atmospheric pressure, e.g. in
case of a repair or other intervention into the system. Fortunately, formerly condi-
tioned vacuum chambers keep a memory, at least partially. Usually the training starts
at a lower initial desorption level. Venting with dry and clean nitrogen helps to pre-
serve the previous conditioning as much as possible.

For storage rings with intense, positively charged beams of protons or positrons
the pressure can increase due to ion-induced desorption from the walls of the vac-
uum chambers [36]. The circulating beam particles ionize residual gas molecules.
The positive space-charge potential of the beam accelerates these ions towards the
vacuum chamber wall. The ions gain an energy of up to several keV per ampere of

Fig. 8.20. Evolution of the dynamic pressure of LEP over a period of more than 10 years [35].
The beam energy was increased gradually from an initial value of 45 GeV up to 100 GeV at
the end of the operation time of LEP
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circulating beam. Therefore, the ions are very efficient in desorbing molecules from
the walls. Since the rate of ionization is proportional to the gas density, an avalanche
process may occur resulting in a continuously increasing pressure.

Similar to the synchrotron radiation-induced desorption, the flux q of desorbed
molecules per unit length can be expressed in terms of a desorption yield ηion (here
the molecules per incident ion) by

q = ηionσP
I

e
, (8.38)

where σ is the ionization cross-section of the residual gas molecules and P the vac-
uum pressure. Adding the thermal outgassing rate q0 to (8.38), the balance between
the total gas flow into the system and the molecules pumped with an effective pump-
ing speed S per unit length is given by

PS = ηionσP
I

e
+ q0, (8.39)

thus
P = q0

S − ηionσ
I

e

. (8.40)

The pressure increases with beam current, and no equilibrium pressure exists for
conditions above a critical value

ηionI >
Se

σ
. (8.41)

Up to now, an ion-induced pressure instability has been observed in one proton
facility only [37], setting a severe limitation for the maximum circulating beam cur-
rent. The designs of subsequently built accelerators have been worked out carefully
to avoid this effect. As the stability depends on the local values of pumping speed and
desorption coefficient, i.e. on the local degree of cleanliness of the vacuum chamber,
the pressure run-away will always develop at the weakest place in the accelerator.
Contrary to conditioning with synchrotron radiation it is not possible to obtain any
significant improvement for the ion-induced desorption by merely running the accel-
erator with beam for long periods. This can be attributed to the much lower integrated
ion dose that is obtained under practical conditions.

8.4 Layout of Accelerator Vacuum Systems

Todays accelerators range from small facilities of some 10 meters in length up to
complex accelerator systems comprising tens of kilometers at large national and in-
ternational research institutes. Most of these accelerators serve as user facilities of-
fering reliable beam conditions to be booked well in advance. High availability and
reliability of the whole accelerator complex and all its subsystems are mandatory,
often for 24 hours a day, 7 days a week.
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Apart from the huge size of todays accelerators, which makes both access and
control complicated, the large number of components puts high demands on the re-
liability. For example, the vacuum systems of the largest accelerators like HERA,
LHC or RHIC contain several 10 000 components.

Already when planning and designing a new facility the automation, self-safe
operation, accessibility and simplicity have to be taken into account, while keeping
the cost reasonable. Another important aspect is to include sufficient redundancy
to minimize the number of events where the failure of a single component would
stop beam operation. For larger projects, the planning and installation phase easily
sums up to a decade. In addition, most accelerators are not fixed systems over their
lifetimeof typically 10 years and more. Modifications and substantial upgrades of
the accelerator must be possible to improve the beam quality and the experimental
conditions.

Following the pressure demands, as described in Sect. 8.3.1, accelerator vacuum
systems are ultra-high vacuum systems. The required pressure conditions should be
reached soon after initial startup with beam. Thus, short conditioning times in case
of dynamic vacuum effects are desirable. Also, in case of venting to atmospheric
pressure, the system must be capable of quick recovery.

The vacuum beam pipe of accelerators is closely linked to the accelerating, bend-
ing and focussing elements, i.e. resonators and magnets. The magnet costs increase
rapidly with the width of the gap; typical gap sizes are a few centimeters. On the
other hand the size of the vacuum chamber is closely fitted to the aperture required
by the beam. As a consequence, the gas conductance of the beam vacuum cham-
ber is often quite low, e.g. <100 l s−1 m (N2), requiring a large number of relatively
small pumps. However, compact magnet designs often permit only limited access
for pump connections. In such cases quite sophisticated mechanical solutions have
to be designed which are well adapted to the system, e.g. sufficient pumping speed
inside long magnets with significant dynamic vacuum load. In this section we will
discuss various aspects for designing and constructing accelerator vacuum systems,
pumping equipment and frequently used instrumentation.

8.4.1 Pressure Profile Calculations for One-dimensional Systems

For complex geometries of accelerator vacuum systems, modeling of the gas load
profile, pumping geometries and gas flow often is quite useful. During the design
phase, not only the expected pressure profile could be simulated, but the layout of
the vacuum system be optimized. This is particularly true for accelerators with sig-
nificant amounts of synchrotron radiation, where the profile of the synchrotron radia-
tion flux and the induced gas load has to be integrated into the calculations. Pressure
profiles are also crucial in estimating the beam gas-induced background in a detector
installed at a certain location of the accelerator. Various methods have been described
in literature and several computer programs do exist, e.g. Monte Carlo calculations
for complex geometries [38] or commercial programs [39] to simulate and design
complex vacuum systems.

Accelerator vacuum systems usually consist of beam pipes with a longitudinal
dimension much larger than their transverse size. Therefore, it is a common practice
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to compute pressure profiles as a function of the longitudinal position along the beam
path. In general, the particle density distribution in a vacuum system is described by
a time dependent diffusion equation. However, with practical parameters equilibrium
conditions are reached very fast and the time dependence can be neglected. The pres-
sure distribution which is finally reached results from a balance between outgassing
from the chamber wall and gas flow into the vacuum pumps. In the one-dimensional
case the gas flow Q(s) is proportional to the derivative of the pressure P(s) with re-
spect to the position, and the constant of proportionality is the specific conductance
of the vacuum chamber C [l s−1 m]: Q(s) = −C ·∂P (s)/∂s. Several formulae for the
calculation of conductances for pipes with simple cross-sections are given elsewhere
in this book.

Another relation is the continuity equation ∂Q(s)/∂s + SP(s) = q, where S
[l s−1 m−1] is the specific linear pumping speed and q [mbar l s−1 m−1] is the out-
gassing rate per unit length. These two equations can be combined and deliver the
desired diffusion equation

∂

∂s
C ∂

∂s
P (s) − SP(s) + q = 0. (8.42)

An elegant solution of (8.42), suited for numerical computations, is the piecewise
transformation of pressure and flow over sections of vacuum chambers using matrix
multiplications with α = √

S/C [40]:
(

P(l)

Q(l)

)
=

(
cosh(αl) − 1

cα
sinh(αl)

−αc sinh(αl) cosh(αl)

) (
P(0)

Q(0)

)
+ q

α

( 1−cosh(αl)
αc

sinh(αl)

)
. (8.43)

For sections without pumping, S = 0, the elements containing α in (8.43) have to
be taken in the limit α → 0. A realistic pressure profile containing 7 sections and
computed with the described method is shown in Fig. 8.21.

In practice two principle types of pressure profiles occur. In sections without
pumping (S = 0) one obtains a quadratic solution. For example, a beam pipe with
two lumped pumps on both ends will develop a quadratic pressure bump in-between
the pumps. The quadratic solution is also obtained from (8.43) in the limit α → 0.
The case of two equal pumps, each having a total pumping speed S [l/s], separated
by a distance l and connected with a pipe of conductance C and outgassing rate q

is an important one since it occurs often in practice. If we center the origin of the
coordinate system in-between the pumps, the pressure profile is given by

P(s) = ql

S
+ q

8C (l2 − 4s2). (8.44)

For the average and maximum pressure we obtain

Pavg = 1

l

∫ l/2

−l/2
dsP (s) = ql

(
1

S
+ l

12C

)
, Pmax = ql

(
1

S
+ l

8C

)
. (8.45)

These expressions have two terms, the left one is related to the applied pumping
speed and the right one to the conductance of the vacuum chamber. It is obvious
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Fig. 8.21. Pressure simulation of a fictitions one-dimensional vacuum system with lumped and
distributed pumps. The upper plot shows the computed pressure distribution and the lower one
the pumping speed per unit length

that the pressure cannot be improved arbitrarily by installing larger pumps. Even
for reasonably large vacuum chamber cross-sections, the average pressure within
the beam pipe quickly becomes determined by the chamber conductance. Instead of
using a few huge pumps at larger distance, it is rather more efficient to increase the
number of small pumps by decreasing their distance. This solution, however, could
become quite expensive due to the large number of pumps and connecting ports to
the beam pipe.

In any case the conductance must be matched to the speed of the pumps. A good
balance is achieved if the right term of the average pressure in (8.45) is in the range
of 1–2 times the left one. Whenever the required pumping speed per meter of vacuum
system exceeds about 100 l/s the use of distributed linear pumping becomes more ef-
ficient than discrete pumping. The other mentioned type of pressure profile occurs in
a section with a distributed pump (S �= 0). Here the pressure follows an exponential
function and reaches the value q/S far from the ends of the section. Both cases are
shown in the numerical example in Fig. 8.21.

8.4.2 Pumping

Todays accelerators aim for average pressures ranging from 10−7 mbar down to
10−11 mbar. For facilities of large length, thus containing a huge number of com-
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Fig. 8.22. Review of the most commonly used types of pumps and gauges in large accelerator
vacuum systems including their operating range

ponents, reliability of the overall system becomes an issue. Pumps without moving
mechanical parts are preferred from this point of view.

Figure 8.22 shows a review of the most commonly used types of pumps in large
accelerator systems. The functionality of pumps is described more detailed elsewhere
in this book. Therefore, we will concentrate here on the pumping aspects relevant to
accelerator vacuum systems.

Turbomolecular pumps in combination with rotary pumps, usually installed on
mobile pump carts, are used for pump down of the beam vacuum. They are usu-
ally disconnected thereafter for reasons of cost saving and to exclude the potential
risk of contamination in case of accidental venting and back-streaming of oil from
the roughing pump. Sputter ion pumps, titanium sublimation pumps (TSP) and non-
evaporable getter (NEG) pumps are almost exclusively used for routine operation in
storage rings and large linear accelerators. While sputter ion pumps could be oper-
ated already at quite high pressure, their pumping speed is limited. Typical values
range from 60 to 250 l/s. Besides the high price, sputter ion pumps also have the
disadvantage of heavy weight, e.g. a typical pump with 250 l/s weights about 70 kg.
If the operating pressure is low enough, both TSPs and NEG pumps offer significant
higher pumping speed, while being much more compact. As the pumping process
of both TSPs and NEG pumps is based on chemisorption of gas molecules, they do
not pump noble gases and chemically inactive gases like methane. Therefore, they
are always used in combination with small sputter ion pumps, which are capable to
pump all gases. The application of huge turbomolecular or cryopumps for continu-
ous pumping of the beam vacuum usually is restricted to special applications, e.g.
experiments with increased gas load. Cryopumps must be isolated by large aperture
gate-valves to allow periodic warm-up.
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Fig. 8.23. Combination of titanium sublimation and sputter ion pump

Sputter ion pumps are capable of pumping all gases. Hydrogen, the dominating
component of the residual gas molecules of a typical UHV system, is pumped by
diffusion into the bulk of the cathodes. All other reactive gases are chemisorbed
by the cathode material. A typically used material is titanium, which is sputtered
onto the walls and anodes by the ions upon incident on the cathodes. Noble gases
are physically buried by the sputtered cathode atoms, which may be subsequently
uncovered and released into the vacuum. This will induce pressure bursts and thus
could disturb the beam significantly. This is one important reason to fix leaks in
accelerator vacuum systems as soon as possible to avoid significant amounts of argon
or helium to enter into the vacuum. As the pumping speed for noble gases usually is
small, it might be increased to values of 25–30% of that for N2 replacing the cathode
plate by heavy material such as tantalum. Such noble diodes are often used in systems
with enhanced risk of helium leaks as in accelerator sections using superconducting
magnets or resonators cooled with liquid helium.

Titanium sublimation pumps are sorption pumps in which titanium is evaporated
and deposited on a room temperature inner wall as the getter surface. Even though
the TSPs have extraordinarily high pumping speed for active gases, they have lim-
ited pumping capacity which is directly proportional to the surface area covered by
the titanium film. The saturated pumping surface is renewed by deposition of fresh
titanium from a heated filament by sublimation. As a rule of thumb, the saturation
time of a pump with 1000 l/s pumping speed is one hour at a pressure of 10−7 mbar.
A typical arrangement of a TSP in combination with a sputter ion pump is shown in
Fig. 8.23 offering a pumping speed of more than 1000 l/s for hydrogen. Usually it is
very important that a line-of-sight shield is incorporated such that titanium atoms do
not enter the beam chamber or contaminate surfaces, e.g. mirrors, ceramic insulators
or instrumentation.

Non-evaporable getter pumps are sorption pumps as well. The NEG material is
made of special alloys which form stable chemical compounds with the majority of
active gas molecules, while the sorption of hydrogen is thermally reversible. As for
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TSPs, NEG pumps have a limited pumping capacity. The NEG material is activated
by heating to temperatures of 400–750◦C for about 30–60 min, reactivation is done
at somewhat lower temperatures for commercially available pumps. During heating
the NEG material is not evaporated, but the adsorbed molecules diffuse into the bulk
material. The only exception is hydrogen, which is released again into the gas phase,
thus requiring other pumps during the process of activation and reactivation. The
heating produces empty surface sites for further adsorption of active gases. The NEG
material usually is sintered onto flexible strips. In this way the pump geometry can be
easily adopted to the space available, and quite compact units can be build. Heating
of NEG pumps is mostly done by resistive heating, conductive or radiative heating
are other options.

In synchrotron radiation facilities and in high energy electron or positron storage
rings the dynamic outgassing induced by synchrotron radiation exceeds the thermal
degassing by several orders of magnitude. Most of this radiation is produced within
the bending magnets, which are often several meters long. In order to cope with this
large degassing, much more pumping speed than in accelerators without synchrotron
radiation needs to be installed. One option is to design the vacuum chambers such
that the synchrotron radiation will be absorbed at discrete absorbers between magnets
only. Massive local pumping must be provided right at the absorbers with as large
a conductance as possible between source and pump. Alternatively, the radiation is
absorbed continuously and pumps must be distributed evenly along the beam vacuum
chamber.

An elegant and cost-effective solution are so-called integrated sputter ion pumps
inserted linearly into a channel parallel to and in good vacuum contact with the beam
channel [41, 42]. When installed in the arcs, they make use of the magnetic field of
the bending magnets of the accelerator. This solution has been adopted at the elec-
tron ring of HERA (see Fig. 8.24), PETRA, PEP and TRISTAN reaching typical
pump speeds of 25 l/s/m. However, as long as the magnets are not powered, e.g. dur-
ing initial pump-down, maintenance or even in-between two fillings of the storage
ring, these pumps are not active. Thus additional pumps are required to obtain and

Fig. 8.24. Cross-section of the LEP vacuum chamber (left) equipped with NEG pumps [43]
and cooling channels. The whole chamber is wrapped into a lead shield to absorb as much
synchrotron radiation as possible. Cross-section of the HERA-e vacuum chamber (right) with
integrated sputter-ion pumps as used for the quadrupole magnets
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maintain the vacuum. Furthermore, the magnetic field intensity is decreased when
the particles are injected at lower energies, resulting in a reduced pumping speed.
This becomes crucial for accelerators where the injection energy and thus the corre-
sponding magnetic field are much lower than the nominal beam energy, such that the
discharge in the sputter ion pumps would extinguish and the available pump speed
would be insufficient.

An alternative approach without the disadvantages described above is the appli-
cation of linear strips with NEG material providing initial pumping speeds of more
than 1000 l s−1 m−1 next to the strips. This technique has been developed for LEP
[43] and is now applied in many accelerators. At LEP about 24 km of the beam
pipe have been equipped with 30 mm wide and 0.2 mm thick constantan ribbons
coated with 0.1 mm thin NEG material on both sides. As shown in Fig. 8.24, the
strips are installed onto a rigid stainless steel carriage via insulating ceramics inside
a separate pump channel. For heating the pumps are connected to electric current
feedthroughs.

More recently thin film coatings of TiZrV sputtered onto a vacuum chamber
have been found to allow even much lower activation and reactivation temperatures
down to values of 200◦C [44, 45]. These coatings can be passively activated dur-
ing a vacuum chamber bake-out. If the coating covers the complete inner surface of
the beam pipe, not only the pump surface is much larger than using strips, but also
the outgassing of the beam pipe itself is drastically reduced as the gas is directly
pumped before entering into the gas volume. First tests of coated vacuum chambers
in an accelerator have been performed at the European Synchrotron Radiation Facil-
ity (ESRF) [46] showing that not only the thermal outgassing, but also the dynamic
pressure increase produced by particle bombardment is drastically reduced. Based
on the positive results this technique will be used for the room temperature vacuum
chambers of the LHC. Also at synchrotron light sources coated chambers are increas-
ingly used, especially in areas with limited access for other pumps. However, one has
to keep in mind that the vacuum chambers need to be baked in-situ and the magnets
be protected during this process. Detailed studies of these coatings have shown that
with increasing number of ventings the activation temperature increases rapidly to
values of 300◦C. Thus, the advantage of low activation temperatures is restricted to
applications where the vacuum system will be rarely vented to atmospheric pres-
sure.

More and more accelerators make use of superconducting magnets or acceler-
ating structures. With the beam pipe being integrated into the cryostat this leads to
a cold bore vacuum system which takes on the characteristics of a huge cryopump.
More details of such systems are discussed in Sect. 8.5.1.

8.4.3 Instrumentation

The beam vacuum system of accelerators usually is divided into several sections us-
ing gate valves. Another aspect for segmentation is the accessibility of components,
which need more frequent access to the vacuum parts and thus should be easily
separated from the remaining vacuum system for venting. Specially designed gate
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valves with apertures adopted to the actual beam pipe cross-section and shielding
of the gaps in the mechanics to carry the image currents of the beam without major
disturbances are available. Fast shutters, which could stop a shock wave in case of
unwanted venting within less than 15 ms, are frequently used in sensitive areas, e.g.
to separate the beam lines to the experiments from the accelerator at synchrotron
light sources.

While the absolute precision of the pressure measurement is of less importance,
it is mandatory to monitor the pressure of each vacuum sector of the accelerator
continuously. By using an appropriate control system, this allows to immediately
diagnose unexpected pressure rises during operation of the facility. Necessary further
actions like closing valves are taken to avoid damage to large parts of the accelerator
in case of unacceptable pressure rises. In addition, variations of the vacuum pressure
are often produced from material being hit by particles originating from changes of
the beam parameters and thus can be used for beam diagnostic purposes.

Typical total pressure gauges including their operating range are shown in
Fig. 8.22. Each vacuum sector should be equipped with at least one high pressure
gauge. At low pressures cold cathode gauges or Bayard–Alpert gauges are frequently
used. As the current drawn by a sputter ion pump is proportional to the residual gas
pressure down to pressures of 10−10 mbar, these pumps supply valuable pressure in-
dications. To save on costly measuring equipment, most accelerators use the current
readings which are particularly attractive for large facilities.

Residual gas analysers (RGA) are an essential tool in analysing the residual gas
composition of an accelerator vacuum system with respect to both thermal and dy-
namic outgassing. Due to its high price permanent installations of RGAs are usu-
ally restricted to very few applications. As the readout electronics in most cases is
very sensitive to radiation damage, special attention must be given to proper shield-
ing.

8.4.4 Material Selection and Design Implications

The choice of materials for the beam pipe and other beam vacuum components
strongly depends on the specific requirements of each accelerator. Saving of costs
by a careful detail design usually is important, especially for large facilities. The
application of industrial processes and methods is favored including series produc-
tion for most parts of the systems. Nevertheless, specific solutions often need to be
worked out for critical components and special areas like experiments. In the fol-
lowing some general requirements and selection criteria for materials and design im-
plications illustrated by specific examples from various accelerators are given. More
details might be found in [2, 29], and references therein.

The low pressure required for beam operation in combination with resistance to
radiation and corrosive atmospheres usually requires all metal solutions for the beam
vacuum system. The selection of the most appropriate beam pipe material is an im-
portant decision for starting the design work. The material should be inexpensive,
while easy to be produced and machined in large quantities with well established
manufacturing processes. Acting as a vacuum vessel, it has to withstand safely the air
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Table 8.3. Thermal and electrical conductivity and yield strength σ0.2 for several commonly
used materials of beam vacuum chambers

Material Thermal conductivity Electrical conductivity Yield strength σ0.2
W/K/m 106/�/m N/mm2

SS(316LN) 14 1.4 280–300
Al 229 29 35
AlMgSi0.5 190 29 70
Cu 384 58 40–80
CuSn2 184 25 150

pressure from outside; usually a non-magnetic material is required in order not to dis-
turb the external guide field of the beam. The beam pipe must provide an electrically
conducting and smooth wall to carry the image currents of the beam without ma-
jor disturbances. Good thermal conductivity is required for facilities with high load
of synchrotron radiation on the beam pipe wall. The quest for very low pressures,
bake-out temperatures of up to 250◦C and applications at very low temperatures give
further restrictions on the possible choice of materials.

Most accelerators are built out of stainless steel, copper or aluminum vacuum
chambers. With respect to both electrical and thermal conductivity, copper and alu-
minum surfaces are by factors better than stainless steel, see Table 8.3. However,
the formation of thick oxide layers, e.g. during cleaning processes, could result in
unfavorable electrical properties of the surface as well.

For proton accelerators austenitic stainless steel has become the most widely
used material. Beam pipes are often fabricated from seamless tubes with discrete
pumps attached every few meters. More complicated parts are machined and welded
together. For sealing usually welded stainless steel flanges and copper ConflatTM

gaskets are used.
Aluminum is favored for electron facilities due to its high thermal conductivity.

The synchrotron radiation can be absorbed directly by the vacuum chamber if the
power density is not exceeding values of 100 W/m. With appropriate water cooling
of the chamber a power load of several 10 KW/m can be accepted, depending on
the height of the synchrotron radiation fan. Often quite elaborate beam pipe cross-
sections in combination with pumping and cooling ducts can be economically pro-
duced by continuous extrusion, as shown in the example of Fig. 8.24. More complex
chambers are produced from solid blocks. Different chambers are often connected
by aluminum flanges in combination with aluminum conflat, diamond formed alu-
minum or HelicoflexTM gaskets. Alternatively, aluminum/stainless steel transitions
allow the usage of standard stainless steel ConflatTM flanges. However, the sealing
of aluminum systems is not as reliable as the standard stainless steel system with
copper gaskets.

In some cases copper chambers instead of aluminum ones are used like at
HERA-e, KEK-B and PEP. Here brazing techniques are mostly applied to fabricate
the chamber profiles and to connect stainless steel flanges. Due to its even higher
thermal conductivity in comparison to aluminum, water-cooled copper blocks are
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often used as absorbers for synchrotron radiation at locations of high power den-
sity.

When using superconducting magnets and thus cooling the beam pipe to very low
temperatures of 4.5 K and below as at HERA-p, RHIC and LHC, further restrictions
apply to the possible choice of material due to the thermal stresses applied. Usually
the beam pipes are made out of a certain stainless steel type with the inner surface
copper coated to enlarge the thermal conductivity. In accelerators using supercon-
ducting accelerating structures the cavities and thus the beam pipe are fabricated out
of niobium.

The use of other metals like titanium, etc. is limited to special cases. Beam pipes
within an experiment often require a high transparency to secondary particles, as
the detector arrays for the collision products are mostly located outside the vacuum.
Thus extremely thin (0.1 mm stainless steel or aluminum) and low atomic number
materials like beryllium, aluminum beryllium or composite materials (carbon fibers)
are used. Similarly, exit windows are often made out of beryllium, kapton or mylar
foils.

Ceramics, most commonly alumina, are used as insulators, e.g. in electrical feed-
throughs. In some cases ceramics are even used for vacuum chambers like inside
rapidly changing magnetic fields of kickers (see [47]), or diagnostic elements. Mostly
ceramic components are connected to metal by brazing. Glass windows are available
in various qualities with respect to absorption and transmission of light. Plastic ma-
terials are usually not adequate due to their high outgassing rates and applications
are restricted to small quantities.

Inert gas shielded arc welding, electron-beam welding, laser beam welding as
well as brazing in a furnace are standard techniques to make all-metal UHV connec-
tions. Soldering and glueing are not acceptable for UHV applications.

In most cases the beam pipe must carry the image currents of the beam without
major disturbances. Thus variations of the vacuum chamber cross-section must be
made gradual and tapered, bellows and pump ports must be shielded. An example of
a shielded pump port and bellows is shown in Fig. 8.25. Bellows are often electrically
shielded by inserting a set of flexible, sliding spring contacts of copper–beryllium
alloys. Perforated electric screens with circular holes of some millimeters in diameter
or slits of some centimeters length are used for pump ports forming a compromise
in reducing the pumping speed, while keeping the disturbance of the beam at an
acceptable level. On the other hand, unproper shielding could lead to untolerable
heating of some areas. Consequences are flange connections developing leaks or
even melting of material, e.g. in a bellows.

Depending on the degree of radiation produced by the accelerator, all compo-
nents of the vacuum system installed next to the beam must be resistant to radiation
and often also to corrosive atmospheres produced by the primary radiation. This in-
cludes also cables and electronics, which must either be properly chosen or well
protected. For high energy electron/positron storage rings and synchrotron radiation
facilities often the whole chamber is wrapped into a lead shield to absorb as much ra-
diation as possible. Figure 8.26 shows the attenuation of X-rays in various materials
as a function of the photon energy.
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Fig. 8.25. Shielding of a bellows and pump port to minimize the disturbance of the beam as
used for a connection in the 4 K cold proton beamline in HERA-p

Fig. 8.26. Attenuation of X-rays in aluminum, copper, iron and lead as a function of the photon
energy

8.4.5 Cleaning and Treatment of Vacuum Chambers

A proper cleaning and a careful further treatment of all vacuum chambers is crucial
for the performance of the beam vacuum system.

Removal of machining lubricants and desorbable gases are necessary before in-
stallation of the chambers. Cleaning of all-metal pieces usually starts with a chemical
treatment to remove any kind of grease and oxide layers, followed by thorough rins-
ing with distilled water and drying. More details could be found elsewhere in this
book.
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Fig. 8.27. Temperature cycle for the vacuum firing of stainless steel components as developed
at CERN

In addition, various heat treatments either during the fabrication process or as an
in-situ bake of the complete system after installation often is used to reduce the out-
gassing. The diffusion of hydrogen out of stainless steel is reduced significantly by
firing at 950◦C in a vacuum furnace [48]. Figure 8.27 shows the temperature cycle as
developed at CERN. This procedure is often applied when aiming for very low pres-
sures like in proton or ion accelerators. A bake-out at temperatures as high as 400◦C
before installation or in-situ at 250◦C for stainless steel or 180◦C for aluminum and
copper effectively removes adsorbed water and other lightly bound molecules. As
the technical effort for an in-situ bake is quite significant compared to the gain in
time to start up a facility, this method is less favored for new accelerators except for
heavy-ion accelerators or experimental areas requiring the lowest pressure achiev-
able.

In electron or positron rings the most effective treatment after installation is the
clean-up/conditioning of the chamber walls by the intense synchrotron radiation it-
self. Some hundreds of mA-hours of high-energy (multi-GeV) beam operation usu-
ally results in acceptable low desorption rates, see Sect. 8.3.2. For some older fa-
cilities (ISR, PETRA and CESR) in-situ cleaning by glow discharge in an argon
atmosphere has been performed prior to beam operation.

Venting to atmospheric pressure should be done using ultra-pure nitrogen to pas-
sivate the surface, thereby avoiding the collection of water molecules onto the sur-
faces. During short interventions flowing nitrogen through the open chamber during
repair or installation work might reduce the necessary pump down time to restart
beam operation.

8.5 Special Topics of Particle Accelerator Vacuum Systems

8.5.1 Accelerators with Cold Bore Vacuum Systems

On the way to increase the particle energies to the technical limits more and more ac-
celerators use superconducting elements cooled with liquid helium to temperatures
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as low as 2 K. Most of todays high energy proton storage rings use superconduct-
ing magnets instead of standard iron yoke magnets. Thus, higher field strengths and
smaller bending radii are reached. For these designs the vacuum chamber is inte-
grated into the magnet cryostat. In most cases the liquid helium is not only cool-
ing the magnet itself, but also the beam pipe to temperatures between 4.5–2 K. In a
few cases the beam pipe is operated at somewhat higher temperatures in the range
20–70 K. For high energy electron or positron storage rings and electron, positron
or proton linear accelerators the use of helium-cooled superconducting accelerating
structures has become quite popular, as the technology is nowadays competitive to
normal conducting structures. Here the accelerating structures itself represent the
beam pipe. This leads to cold-bore vacuum systems which take the characteristics of
a huge cryopump once the system is cooled down.

In order to cool and operate magnets or accelerating structures at such low tem-
peratures, they are inserted into a steel tank, which will be pumped for reasons of
thermal insulation. As can be seen from the example shown in Fig. 8.28, a couple of
helium lines with operating pressures of several bars and heat shields are integrated
into the insulating vacuum vessel.

When operating the beam pipe at temperatures ≤4.5 K, all gases except helium
are effectively pumped by the vacuum chamber itself. However, additional pumps
are necessary to supply some pumping speed for helium. Pumping is also necessary
when the system is not cooled down and during warm up, when the gas trapped by the
cold beam pipe is released. Often sputter ion pumps with enhanced helium pumping
speed (noble diodes, see Sect. 8.4.2) are connected from outside the insulating vessel

Fig. 8.28. Cross-section of the insulating vessel for the TESLA cavities [16]
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Fig. 8.29. Beam screen for the cold bore beam pipe of the LHC [49]

through conducts to the cold beam pipe at large distances. These pumps could also
be used as pressure monitors, as described in Sect. 8.4.3. However, one has to note
that the pressure Pw and gas density ρw at the room temperature pump are different
from Pc and ρc inside the cold bore:

Pc =
√

Tc

Tw
· Pw, ρc =

√
Tw

Tc
· ρw. (8.46)

The pumping of the surfaces of a cold bore beam pipe could become problematic
when large amounts of energetic particles hit the cold surfaces. In case of the 7 TeV
proton storage ring LHC a significant flux of synchrotron radiation is produced. This
could cause the desorption of the condensed gas leading to a positive feedback and
pressure runaway. In addition, the incident radiation is equivalent to a heat load
which needs to be cooled away by the cryogenic system. As a counteract, so-called
beam screens, as shown in Fig. 8.29, will be inserted into the cold bore apertures
of the magnets [49]. The screens will be kept at somewhat enhanced temperatures
between 5 K and 20 K. In order not to loose the benefit of the cryopumping on the
cold bore, the screens have narrow pumping slots which allow the gas molecules to
leave the beam channel aperture and condense on the 1.9 K cold beam pipe. In this
way both the synchrotron radiation induced desorption and the heat load will be kept
at a tolerable level.

To minimize the heat transfer through gas convection from the ambient cryo-
stat wall to the magnet cold mass, accelerating structure and helium lines, an in-
sulating vacuum of <10−5 mbar is required. The system must be pumped to about
<10−3 mbar before cool down. The further reduction in pressure will occur by cry-
opumping on the cold surfaces inside the insulating vacuum vessel. For this purpose
mobile pump stations with roughing and turbomolecular pumps are used. Depending
on the amount of material installed for insulation, e.g. multi-layer insulating foil usu-
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ally containing significant amounts of water, the pump out could last several days.
For routine operation the number of pump stations usually is reduced.

For large systems, many insulating vessels are installed consecutively to build
up large cryogenic units. This requires sliding sleeves in-between the vessels as well
as in-situ welds of the cryogenic lines at each interconnect. The sleeves are either
welded or O-ring sealed. For the latter solution one has to take into account the
permeation of air into the insulating vacuum, which may result in a substantial ad-
ditional gas load. A careful testing procedure of all welds is mandatory to avoid
serious problems with leaks during operation. Serious leaks need to be located and
fixed, while small leaks could be compensated by additional pump stations installed
to the insulation vacuum vessel if a repair is not possible. However, in this case one
has to take the risk that helium might penetrate into the beam vacuum if there is also
a leak between beam and insulating vacuum.

8.5.2 Sychrotron Radiation Facilities

Facilities dedicated to the production of intense synchrotron radiation for experi-
ments have to face various technical challenges specific to these accelerators. The
radiation produced inside the bending magnets (see Sect. 8.1.7) cannot completely
be guided to the experiments, but huge amounts rather hit the vacuum chamber en-
closures. Usually most of this radiation is absorbed by special absorbers made out of
pure or coated copper blocks or GlidCopTM (dispersion strenghened copper). A care-
ful cooling of these absorbers is necessary to avoid overheating or large temperature
gradients. The remaining radiation hits the beam chamber walls.

Another approach to handle such high loads of synchrotron radiation is the con-
cept of the chamber–antechamber design. Here the beam chamber is open to one side
by a narrow channel leading to an antechamber, as shown schematically in Fig. 8.30.
The synchrotron radiation can pass through the channel to the antechamber where
discrete absorbers intercept the photons that are not used. In addition, the antecham-
ber is used for distributed pumping. This way the absorber function is strongly decou-
pled from the beam vacuum chamber resulting in an increase of thermal stability of

Fig. 8.30. Schematic cross-section of a beam vacuum chamber with antechamber, which is
equipped with NEG-strips and water cooling
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the beam chamber. This is of importance for sensitive diagnostics like beam position
monitors and the position stability of the magnets itself. The chamber–antechamber
concept is widely used for third generation light sources.

One important parameter on the way to increase the quality of the produced
photon beams is the strength of the magnetic field acting on the beam particles.
Strong fields require small gaps between the magnetic poles of the insertion devices.
Presently vacuum chambers with less than 10 mm total height are in use, typically
several meters long. Although the horizontal dimensions are more relaxed (up to
100 mm), effective pumping often is difficult due to the small conductance. Conse-
quently, such chambers develop pressure bumps which could be quite significant due
to synchrotron radiation induced desorption (see Sect. 8.3.2). These pressure bumps
could not only lead to significant amounts of radiation by bremsstrahlung, but also
influence the beam life time in storage rings. Here conditioning of the chambers with
beam is extremely important to reduce the gas load. A recent development to coun-
teract these problems are NEG coatings, as described in Sect. 8.4.2. However, one
has to keep in mind that such coatings have a quite rough surface, and the vacuum
chambers need to be baked in-situ to temperatures of at least 180◦C.

In order to reduce the gap of the insertion devices to its absolute minimum, the
whole array of permanent magnets is placed inside the vacuum chamber [50]. Using
these in-vacuum undulators, a minimal gap size of 4 mm has been achieved.

For the next generation of synchrotron radiation facilities using free electron
lasers the beam quality of the electron bunches passing through the undulators is of
extreme importance. Ultrashort bunches with very high peak currents, low emittance
and energy spread are required. Transporting such intense beams, the impedance of
the beam pipe has to be as small as possible. While the resistivity is a property of
the chosen material, the surface roughness and discontinuities can be minimized,
e.g. for bunches of 25 μm length a surface roughness below 200 nm is required, a
challenging goal from the technical point of view.

8.5.3 Particle Free UHV-Systems

For facilities using superconducting accelerating structures of high gradients, the re-
quirements to the cleanliness of the UHV components has become more severe with
increasing performance. Similar demands hold for synchrotron radiation beamlines
connected to an accelerator using optical components like mirrors for the photon
beam transport.

The maximum achievable gradient, i.e. acceleration per length, for superconduct-
ing cavities has been improved substantially during the past decade, see Sect. 8.1.3.
One major contribution to this improvement is the consistent treatment and prepara-
tion of the cavities in clean rooms with procedures similar to standards in semicon-
ductor industry. Dust particles can act as field emitters and thus limit the performance
of the superconducting cavities. Therefore, particles on the inner surface of the cavi-
ties need to be absolutely avoided. The cold cavities with a wall temperature of a few
Kelvin are an integral part of the accelerator beam pipe. Thus, the risk to contami-
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Fig. 8.31. Measured rates of particles introduced into a UHV chamber during venting with air.
Inserting a particle filter into the ventline reduces the total number of particles to the required
level of a few counts per minute

nate the superconducting cavities with particles from other vacuum sections during
assembly and operation must be minimized.

Synchrotron radiation beamlines on free electron lasers or third generation syn-
chrotron radiation sources like storage rings have a large output of coherent pho-
tons. Key components in the synchrotron radiation beamlines are mirrors which are
used to deflect and tailor the photon beam for experimental needs. Especially in the
X-ray regime dust on the mirrors will destroy partially the coherence properties of
the beam. To which extent particles on reflecting surfaces have to be avoided is still
under investigation.

As a consequence, the preparation of all vacuum components should include
procedures similar to those applied to the superconducting cavities. As described in
[51], the standard UHV-cleaning processes for degreasing should be followed by fur-
ther treatment in a clean room of at least class 100 (less than 100 particles >0.5 μm
per ft3). Here particles are effectively removed using an ultra-sonic bath followed by
rinsing, both processes using ultra-pure water. Up to 110◦C hot filtered air according
to class 100 specification or ultra pure nitrogen can be blown through the cleaned
components longitudinally to shorten the drying process.

During assembly of the accelerator vacuum system the particle cleanliness is
preserved by using local clean rooms. Special care must be given to the pump down
and venting procedures, e.g. the usage of small apertures to reduce the gas flow
therefore avoiding strong turbulences. Filters prevent particles to enter the vacuum
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section during venting. Figure 8.31 shows an example for the particles introduced
into a vacuum chamber during venting with air without using any particle filter. Oil-
free pump stations are routinely used at such systems.
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9

Vacuum Interrupters

R. Renz

9.1 Historical Development

In the medium voltage range the vacuum switching principle is well-established.
Today vacuum circuit breakers are available up to 52 kV voltage and 72 kA short-
circuit current. Main advantages are:

• high number of operations,
• maintenance-free operations,
• environmental compatibility.

Most of the applications are in power transmission and distribution. But the vacuum
interrupting principle is entering new domains which have been dominated by other
quenching media in the past.

Different AC switching devices have in common the principle of arc interruption
during current zero. The differences are in the extinguishing media. During middle
of the twentieth century air- and oil-circuit breakers dominated the medium voltage
applications. Since the 1970s SF6- and vacuum-interrupters have gained attention.
Today more than 60% of switching devices applied in the medium voltage range
from 7.2 kV up to 50 kV are vacuum interrupters. In the past, the vacuum switching
technology was first developed by American (General Electric) and English (Vac-
uum Interrupter Ltd.) manufacturers, followed by Japanese and Germans (Toshiba,
Siemens, ABB).

The main reasons for such a long development time of the vacuum interrupters
have been shortcomings in industrial vacuum technology and a lack of fundamen-
tal knowledge about the vacuum arc behaviour. Finally, long term basic research
and development made the introduction of a new modern switching principle possi-
ble. Convincing the customer to move from proved switching principles to vacuum
interrupters was not easy in the beginning. It was possible by giving information
concerning the function principle, properties and reliability of vacuum interrupters.
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At first the number of sold vacuum circuit breakers was not high, but since
1980 there has been a rapid increase in world wide demand. The global produc-
tion (excluding China) in 2004 was approximately 1.2 million vacuum interrupters
for medium voltage circuit breakers. Within Europe (including Russia) the estimated
unit quantity was about 400 000 in 2004, e.g. ABB, Eaton Electrical, AREVA and
Siemens together sold more than 800 000 units in 2005. In more than 35 years of
experience a measure for reliability was obtained in the form of mean time to fail-
ure (MTTF) of 40 000 VI-years. This knowledge is an important base for further
development of VI’s.

The manufacturing technology and design of vacuum interrupters changed par-
allel with the increased output. In the beginning the tubes were produced in so-called
many-fold technology. After pre-assembling and brazing of contact- and housing-
parts the tubes were mounted, welded and evacuated via an exhausting pipe. Today
the one-shot brazing technology is well established (Fig. 9.1). Here the complete vac-
uum interrupters are assembled in a dust-protected environment. In a batch of several
tens or hundreds the bottles will then be evacuated and brazed simultaneously (one-
shot) at 800–900°C in an ultrahigh-vacuum furnace in one process. This technology
is an important premise for economical mass-production of vacuum interrupters.

To produce the vacuum in the range of 10−6 hPa or less, turbo-molecular pump
systems are the best choice. During heating up in the vacuum furnace the tubes are
out-baked and water vapour desorbs from the inner surfaces. After cooling down the

Fig. 9.1. One-shot-brazing technique (Siemens). In a batch of several tens or hundreds the
bottles will be evacuated and brazed at 800–900°C in an ultrahigh-vacuum furnace in one
process (one-shot)
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tightness of the bottles has to be controlled. Normally, the PENNING-principle is
used, in which the residual gas in the tube is 100% ionized by an impulse voltage in
a magnetic field. The ion current then is a direct measure for the internal pressure.
Multiple measurements within a certain time give precise information concerning
the vacuum tightness.

In the middle of 1970s the first samples for the high voltage range (84 kV) had
been developed in Japan. Since 1984 vacuum technology has been applied in the
low voltage range (<1 kV) as well. But even in 2004 the vacuum circuit breakers
are mainly used in the medium voltage range. New challenges have arisen from the
higher ratings of voltages and currents. Even for power plants an increasing trend to-
wards vacuum circuit-breakers is emerging in order to achieve a better system man-
agement. In low voltage applications high reliability is necessary too. Maintenance-
free operations and high number of operations are to the best advantage to the users.
Hermetically sealed housings guarantee the prevention of an external extinction arc
and thus a high environmental compatibility.

9.2 Physical Fundamentals

9.2.1 Interrupting Capability

When contacts carrying current are separated, a metal vapour arc will be created.
This arc, which consists exclusively of the vaporising contact material, is fed by the
external supply of energy until the next current zero. At the instant this current zero
takes place, the arc is finally extinguished, and the vacuum interrupter regains its
insulating capability and is able to withstand the transient recovery voltage.

Charge carriers in the vacuum arc are metal ions from the anode and electrons
emitted from cathode-spots. After current zero the free charge carriers recombine
in a few microseconds resulting in a very fast dielectric recovery [1]. On the other
hand, the concentration of the neutral metal vapour in the arc decreases in hundreds
of microseconds.

At currents around 10 kA the vacuum arc begins to contract, being initially no-
ticeable in the form of anode spots. One way in which the switching capability can
be improved is to create a contact geometry with a self-generated magnetic field.
Until today, spiral contacts and contrary slotted pot-shaped systems are used [2, 3].
These contacts generate a radial magnetic field (RMF), which causes an azimuthal
electromagnetic force acting on the contracted arc. The contracted arc moves over
the contact surface at a speed of up to 150 m/s. This high velocity ensures that there
is less contact erosion significantly improving the current interrupting capability up
to 50 kA.

The movement of the constricted burning arc (Fig. 9.2) is caused by a radial
magnetic field component Br due to the Lorentz force [4]. Because these contact
systems also produce an azimuthal field Bϕ , a radial force has an effect on the arc
movement and arc stability. Hence, both magnetic field components Br and Bϕ have
to be optimised in order to ensure a proper switching behaviour.
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Fig. 9.2. Arc rotation. The movement of the constricted burning arc is caused by a radial
magnetic field component Br due to Lorentz force

For pot-shaped contacts we have some parameters like slot angle, slot number,
pot depth and pot diameter which can be varied at a given contact diameter. Consid-
ering also manufacturing aspects, one set of optimised parameters results from the
calculations. Typical values for the specific magnetic field B/I are:

Br

I
= 6 . . . 12

μT

A
(9.1)

and

−5
μT

A
<

Bϕ

I
< 0

μT

A
. (9.1′)

Due to the negative sign of Bϕ/I the radial component of the Lorentz force is di-
rected from the contact centre to outwards. In case of a non-optimised system the
rotating arc forms jets which can interact with the surrounding interrupter housing.
This tendency increases depending on the contact stroke d . A limiting condition is
given by

I · d < CL, (9.2)

where CL is a constant for a given contact material and I is the interrupting current.
The arc movement is correlated with the radial magnetic field. For a given contact
diameter D the number of arc rotations N is approximately

N = Cr · I · Br

I
· d

D
, (9.3)

where Cr is a constant depending on the contact system. The arc movement in (9.3)
results from simple thermodynamic considerations of heat dissipation on the contact
surface due to the vacuum arc. For maximum ac-arcing times the interrupting cur-
rent is limited due to overheating of the contact surface. In this case Nmax is nearly
constant, independent of contact diameter D and maximum current Imax [5]. This
corresponds to the experience that maximum interrupting current Imax scales rather
well with the contact diameter D for RMF-systems.

A physical measure for the interrupting capability is the maximum amount of
electrical charge Q which can be carried by the arc, divided by an effective contact
surface Aeff (molten area). In this case the experience is summarized by the following
relation:
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Fig. 9.3. Diffuse burning arc mode. Due to an inverse pinch effect (see below) the arc con-
striction is shifted towards higher currents

QRMF

Aeff
= CRMF

1 + ΓRMF · d , (9.4)

where CRMF is a constant depending on the contact material and ΓRMF is approxi-
mately a constant term, which causes a strong dependence on the contact stroke, as
shown in Fig. 9.4. However, in case of a small gap (i.e. less than 5 mm), relation (9.4)
becomes independent on the contact stroke, respectively constant. Aeff is determined
by the arc radius rarc which is weak proportional to I 1/3 and the rotating orbit length
π ·D. Therefore, (9.4) also indicates a linear dependence of the interrupting capabil-
ity on D.

For a further increase of the switching capability (from 63 kA to 80 kA), e.g. for
applications close to generator terminals, the contacts generating an axial magnetic
field (AMF) are used. Thereby the contraction of the arc is shifted towards higher
currents. The arc is diffuse (Fig. 9.3) and the supplies of arc-energy and the contact
erosion are reduced drastically. The main parameters which have to be considered
when dimensioning AMF contacts are the size, distribution and phase relation of the
axial magnetic field [4]. The goal is to minimise the phase displacement between the
high current and the magnetic field it generates.

Also in the case of AMF-contacts different geometries are known. Multiple armed
coil systems [6] and identical slotted pot-shaped AMF-contacts [7] are well-establish-
ed. Based on simple and cost effective manufacturing techniques, an axial field con-
tact with plane slits running in the same direction was developed by Siemens [8].
Accurate magnetic field calculations were performed in order to optimise the contact
system. The contacts were designed in such a manner that the axial component of
the specific magnetic induction is in the range [4]

Bz

I
= 2.5 . . . 5

μT

A
. (9.5)

In case of pot-shaped AMF-contacts there are also some geometrical parameters like
slot angle, slot number, pot depth and pot diameter which can be varied at a given
contact diameter. Hence, it is advantageous to optimise both the axial magnetic field
and the ohmic resistance of the contact system.

Considering the interrupting capability, the specific electrical charge is also lim-
ited by a relation similar to (9.4)
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Fig. 9.4. Interrupting capability of RMF- and AMF-contacts. Experimental data in accordance
to (9.4) and (9.6)

QAMF

Aeff
= CAMF

1 + ΓAMF · d
. (9.6)

Contrary to the strong dependence on the contact stroke in case of RMF, ΓAMF is
a weak constant, as shown in Fig. 9.4. CAMF is a constant depending on the contact
material.

The effective contact surface (molten area) Aeff for the AMF-systems is related
with the axial magnetic induction. If we define a yield-factor ηAMF by

Aeff = ηAMF · D2 · π

4
(9.7)

with D as the contact diameter, our experience gives a very good approximation
for ηAMF in terms of Bz/I

ηAMF ≈ Cγ ·
√

Bz

I
. (9.8)

If we assume that Bz/I ∝ 1/D for this Helmholtz-like coil system, from (9.6)–(9.8)
a well-known approximation results

QAMF = Cq(d) · D1.5. (9.9)

Relation (9.9) fits Yanabu’s experience [6] for the interrupting capability of AMF
contacts very well. Cq(d) is weakly dependent on the contact stroke.

In a first order approximation, (9.4) and (9.6) reflect the energy balance in the
vacuum arc. If we assume that the electrical arc energy

Wel =
∫

uarc · iarc · dt ≈ uarc · Q (9.10)

is equal to the thermal energy loss at the contact surface

Wth =
∫ ∫

λ · ∇TS · dA · dt ≈ λ · ΔTS

δ
· Aeff · tarc (9.11)

with the thermal conductivity λ, melting temperature TS and penetration depth δ of
the contact material, we obtain
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Q

Aeff
≈ λ · ΔTS

δ
· tarc

uarc
. (9.12)

Further, if the arcing voltage uarc is a linear function in terms of the contact stroke d ,
(9.12) can be estimated by

Q

Aeff
≈ C

1 + Γ · d
(9.13)

according to (9.4) and (9.6). Equation (9.8) is only a simple empirical relation fit-
ting the experimental data. The diffuse burning mode of high-current arcs is corre-
lated with the distribution and magnitude of the axial magnetic field [9]. A mini-
mum value of Bz/I is obviously necessary as an existing criteria for the diffuse arc
mode.

The arcing voltage also shows different behaviours, dependent on its state. In
the diffuse mode, e.g. at low currents (<10 kA) or AMF-arc, the voltage is rather
low (20–60 V) and smooth during burning time. At higher currents in case of the
constricted mode, the voltage increases up to several 100 V and high-frequency os-
cillations appear. The arcing voltage is a combination of three parts: the cathode-fall,
the anode-fall and the voltage at the plasma-column. Cathode- and anode-fall are in
the range of 20 V (CuCr), while the plasma-column voltage increases with increasing
current (ohmic behaviour).

In the high-current region (>10 kA) the diffuse AMF-arc is spread over the whole
anode surface. Exceeding a certain current density a central arc-constriction appears
accompanied with bright anode-spots. The arc mode changes into the diffuse colum-
nar arc. This is regarded as a transition phase to the completely constricted arc at
higher current densities [10]. Now the interrupting limit is reached.

A better knowledge about the physics of AMF-arcs is important to increase the
interrupting capability. The magneto-hydrodynamic theory leads to the known gen-
eralised Ohm’s law

E = j
σ

+ 1

n · e
· [(j × B) − ∇p] (9.14)

with electrical field vector E, magnetic field vector B, current density j, electrical
conductivity σ , plasma density n, elementary charge e and plasma pressure p. If we
presume

E = (0, 0, Ez) and B = (0, Bϕ, Bz) (9.15)

the Maxwell’s equations require in general case non-cylindrical symmetry, which is
in accordance to experimental experiences (Fig. 9.3).

Considering rotational symmetry, one obtains

j = (jr, jϕ, jz) (9.16)

with current density components jr, jϕ, jz depending on Bϕ , Bz and Ez. In order to
minimise the radial current density component jr and to obtain an optimised inverse
pinch-effect, the following boundary condition should be realised:

∂2(Bz)
2

∂r2
< 0. (9.17)
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Obviously, the radial distribution of the axial magnetic flux between the contacts is
also very important for AMF-systems [11].

9.2.2 Dielectric Properties

Approaching current zero in any case, RMF or AMF, the arc mode changes to a
diffuse form determined by cathodic spots. Due to a starvation effect in carrier pro-
duction the arc will chop just before current zero. Natural in case of vacuum arcs
this chopping current is related with a steep di/dt which may cause over-voltages
in inductive loads. The chopping current depends on the contact material. Therefore,
this property has to be optimised during contact material development.

One of the best contact materials also taking this fact into account is a composi-
tion of Cu and Cr (Fig. 9.5). For example, CuCr50 has a chopping current below 5 A.
Some other very important properties of CuCr are:

• high resistance to arc corrosion,
• high breaking capacity,
• high electrical conductivity,
• low tendency to contact welding,
• high dielectric strength.

After current zero the transient recovery voltage (TRV) imposed by the circuit ap-
pears at the contacts within some tens of microseconds. The dielectric strength of
the contact gap, however, recovers in a few microseconds. This is correlated to the
neutralization of the metal plasma in the arc. The contact gap is now insulating, and
the current is successfully interrupted.

In principle, the vacuum stroke is an ideal insulator because there are no free
electrical carriers. So the interrupter can withstand very high voltages, even light-

Fig. 9.5. CuCr contact material
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ning impulse voltages. Limits are given by current emitting mechanism or particle
discharges [12].

Micro-protrusions on the metallic surfaces will enhance the electrical field
strength E locally by a factor β of the order of several hundreds, depending on
the surface conditions. Due to the quantum mechanical tunnel-effect electrons will
be emitted. According to the theoretical description given by Fowler and Nord-
heim [13], the field-emission current density jFE is

jFE = C1 · (β · E)2 · e− C2
(β·E) , (9.18)

where C1 and C2 are coefficients in terms of the work function of the material and
weakly dependent on the field strength. In practice they may be considered as con-
stants. The field enhancement factor β can be determined experimentally by the cur-
rent voltage analysis from the plot slope of ln(IFE/U2) versus 1/U . This Fowler–
Nordheim analysis (FNA) gives important information regarding the surface condi-
tion and dielectric quality.

At a critical electrical field strength Ecrit the field emission current density in-
creases rapidly producing a discharge,

β · Ecrit ≈ 1010 V

m
. (9.19)

Field emission mechanisms limit the dielectric strength in vacuum depending on
the local field enhancement, caused by micro-protrusions (surface structure). But
there is also a FN-like electron emission from semi-conducting layers on metallic
surfaces in vacuum (Shottky emission). These layers may be caused by metal oxides
or other surface contaminations. Even the joint of ceramic and metal in the interrupter
(triple-junction) produces Shottky emission under the influence of an electrical field.
Hence, clean surfaces and field protected triple-junction areas are essential for high
dielectrical properties.

The dielectric limits in vacuum due to emission effects are linearly correlated to
the electrode distances, hence to the electrical field strength. With increasing contact
gap d , however, non-linear relations between the discharge voltage Ud and d ap-
pear. This experience is of most importance for vacuum interrupters at rated contact
gap. The dielectric strength is nearly square-root dependent from the gap [14]. This
square-root law can be described with a particle discharge mechanism [15]. Micro-
particles are charged under the influence of the local electrical field and accelerated.
At a certain particle energy a discharge is initiated due to a secondary process, e.g.
particle vaporization at impact. This model leads to the following relationship:

Ud = Cp · √
d, (9.20)

where the constant Cp depends on the material, particle size and surface quality.
Because of this it is obvious that a dust-protected environment in the interrupter
production line is necessary.

In spite of the extremely clean production conditions a final high-voltage treat-
ment of the tubes is needed. Between the contacts a voltage is applied which is higher
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than the internal dielectric strength. This causes powerful internal breakdowns just
at the position of protrusions or particles where the electrical field is enhanced. Due
to these breakdowns the dielectric disturbances vaporize (micro-explosion) and de-
crease the local field enhancement (β). With increasing applied voltage step by step
and/or decreasing the contact stroke the final desired dielectric strength will be ‘pro-
duced’. This process is called high-voltage conditioning. The voltage may be AC
and/or impulse.

9.2.3 Current-Zero Effects

Approaching current-zero, the plasma burns in a diffuse mode rooting from plenty
of cathode spots. Each cathode spot carries a limited amount of current in the range
of 100 A, depending on the contact material. Correlated to the extinguishing of the
last spot, arc-instabilities appear and the arc ‘starves’ just before current-zero. The
current at this moment is called chopping-current ichop. This chopping-current shows
a statistical distribution around a main value, also depending on the contact material.
Due to very fast dielectric recovery in vacuum the current chopping results in a steep
di/dt in the range of 108 A/s.

In the case of an inductive network, these high-frequency phenomena may lead
to over-voltages usurge at the load-side of the circuit:

usurge ≈ di

dt
· L · 2 · sin

⎛

⎜
⎝

ichop

2 · di

dt
· √

L · C

⎞

⎟
⎠ , (9.21)

where L and C are the circuit inductivity and capacity. In practice the sine-argument
is very small, so the following approximation is sufficient:

usurge ≈ ichop ·
√

L

C
. (9.22)

For medium voltage circuit-breakers CuCr is well-established with a maximum ichop
at 5 A. In the case of contactors WCu-based materials with 3 A and WCAg with 1 A
are used as well [16].

9.2.4 Mechanical and Thermal Aspects

In order to realize the switching function in a vacuum-sealed interrupter a moveable
contact is needed. A usual number of operations is between 10 000 and 30 000 during
an interrupter’s lifetime. The most reliable solution is moving via stainless steel bel-
lows. The mechanical lifetime of these bellows is only a matter of dimensioning. If
Da and Di are the outer and inner diameter, z the number of waves and s the material
thickness, the mechanical life Nmech for a certain stroke d is approximately given
by
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Nmech ∝
[
(Da − Di)

2 · z
s · d

]4

. (9.23)

This strong dependence on geometric parameters allows the designer to optimize the
tube’s dimensions.

Another demanding application is the making operation on a short-circuit cur-
rent. Depending on the circuit conditions, a peak current Imax in the range of three
times short-circuit current will appear, which may be 100 kA or more. Due to current
loops in the contact path, repulsive forces Fc can lead to bouncing and at least to con-
tact welding. To avoid this, a contact pressure is necessary which is higher than the
repulsive force. Usually this is realized by the switching mechanism. The repulsive
force Fc is approximately given by

Fc = K · I 2
max, (9.24)

where the constant K depends on the contact system. Due to attractive forces pro-
duced in an AMF-system, K is approximately 40% smaller for AMF than for RMF.

In the closed position, the interrupter must also be able to carry the short-circuit
current for a few seconds without inadmissible warming or contact welding, accord-
ing to the standards. The thermal energy loss is determined by the Ohm losses in the
contact resistance Rc and narrowness resistance Rn on the contact surface. Rc de-
pends on the surface cleanness and is in the range of a few μΩ for vacuum inter-
rupters, while the narrowness resistance is of the order of

Rn = ρel

Dc
, (9.25)

where Dc is the diameter of the thermal contact area and ρel the specific Ohm-
resistance of the contact material. In order to minimize the Ohm-losses I 2 ·(Rc+Rn),
ultra-clean surfaces are needed and the thermal contact area has to be maximized.

The time-dependent temperature T (t) related to the initial temperature T0 on the
contact surface can be estimated by

T (t) = T0 + 2√
λ · ρm · c · π

· I 2

D2
c · π

4

·
(

Rc + ρel

Dc

)
· √

t, (9.26)

where λ is the thermal conductivity, ρm the mass density and c the specific heat of
the contact material (Table 9.1). If T (t) exceeds the melting temperature, welding
occurs.

9.3 Present State-of-the-Art and Applications

9.3.1 Vacuum Interrupter Design and Technology

The vacuum interrupter is a switching component for ac-networks. But even in dc-
circuits an interruption is possible due to forced current-zero by taking external mea-
sures. The principle properties of an interrupter are:
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Table 9.1. Material values

Material Cu300 K Cu1000 K Cr300 K Cr1000 K CuCr50300 K CuCr501000 K
Mass
density

ρm
(103 kg/m3)

8.9 ≈8,5 6.9 ≈6,7 8 ≈7,6

Spec.
resistance

ρel
(10−8 Ω m)

1.7 ≈7 12.9 ≈50 5.5 ≈20

Therm.
conductivity

λ (W/m/K) 400 ≈350 100 ≈60 200 ≈150

Spec. heat c (J/kg/K) 380 ≈500 450 ≈680 400 ≈600
Melt.
temperature

Tm (K) 1383 2203 1383

Boil.
temperature

Tb (K) 2895 2942 2895

Fig. 9.6. Vacuum interrupter

• conduction of rated (permanent) and short-circuit currents (few seconds),
• interruption of rated and short-circuit currents,
• insulation of rated, power frequency and impulse voltages,
• making (closing) operations at rated and short-circuit conditions,
• mechanical switching operations.

To realize these functions, copper bolts, contact parts, ceramics, internal shields,
bellows and a vacuum sealed envelope are necessary. There are many different tube
designs depending on the application and “manufacturer’s philosophy”. For the lower
ratings tubes with only one ceramic and one internal shield are sufficient. High-
ranged interrupters have two ceramics and sophisticated shield systems (Fig. 9.6).
Tubes with an arcing chamber in the middle are also advantageous.

These shield systems protect the inner ceramic surfaces against metal vapor and
improve the dielectrical strength. Electrical field calculations and optimizations are
state-of-the-art today. The insulators are made of Al2O3-ceramic which is metallized
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at the joint surfaces to the metal parts. Stainless steel bellows allow up to several mil-
lion of mechanical operations without any loss of vacuum. All joints are absolutely
vacuum-sealed for life cycle by brazing or welding technology. The product life is
over 20 years. The brazing materials are based on copper–silver alloys with addi-
tions. Copper parts are oxygen-free (OFCu) and all internal materials have only low
gas content. Especially the contact material, e.g. CuCr, is extremely outgassed and
predominantly free of impurities. Thus, there are only a few suppliers for these high-
tech materials word wide.

Knowing the parameters which determine the contact system properties, one is
able to take into account the advantages and disadvantages of both worlds, RMF
and AMF. One has to compare the switching behavior for different voltage ratings,
the ohmic losses during operation with rated current, mechanical forces to keep the
contact closed and, of course, the costs.

Looking at the switching behavior, there is a higher interrupting capability at
smaller gaps for RMF than for AMF contacts (Fig. 9.4). In practice it is more use-
ful to consider the interrupting capability in dependence on the contact diameter D.
From (9.4) resp. (9.9) we get another graph in Fig. 9.7. Due to the condition ac-
cording to (9.2), a saturation effect occurs for RMF and the interrupting capability
is limited in contrast to AMF. Hence, AMF is used at higher voltages and higher
interrupting currents.

The RMF arc-mode tends to form jets which may interact with the internal parts
of the tube, while the AMF arc-mode has an effect like a magnetic cage. Thus, AMF
systems make smaller tube designs possible. Considering the ohmic losses RMF is
more advantageous than AMF. This is because of the rather long length of the current
path in the AMF contact design. Of course, due to several geometrical parameters
AMF systems can be optimized concerning the electrical resistance and the axial
magnetic field. For making operations the force to keep the contacts closed is also an
important parameter. In accord to (9.24) this force is approximately 40% smaller for
AMF than for RMF.

Fig. 9.7. Interrupting capability in dependence on contact diameter and stroke. Saturation
effect for RMF due to the limiting rule (9.2)
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Table 9.2. Contact system portfolio

<20 kA 25 kA 31.5 kA >31.5 kA
≤1 kV RMF RMF RMF RMF
12 kV RMF RMF RMF AMF
24 kV RMF RMF/AMF AMF AMF
36 kV RMF AMF AMF AMF

>36 kV AMF AMF AMF AMF

Finally, a more complicated AMF design often results in higher production costs
compared to RMF. In view of the above mentioned facts it is obvious that the appli-
cation of RMF is preferred at lower voltage ratings and AMF is preferred at higher
interrupting currents. For the low voltage range, i.e. less than 1 kV, there is no alter-
native to RMF in order to interrupt proper short-circuit currents. On the other hand,
at higher voltages (>24 kV) and higher currents (>40 kA) AMF is the best choice
(Table 9.2). Of course, if there is a need for smallest interrupter design at lower rat-
ings, e.g. at 12 kV level, sometimes AMF is used as well. In these cases it depends
on customer’s requirements.

9.3.2 Medium Voltage Circuit Breakers

Today the main applications of vacuum interrupters are in circuit breakers for the
medium voltage range 7.2–50 kV. The rated currents are several hundreds or thou-
sands of amperes. VCB’s are able to interrupt the rated current some tens of thou-
sand times without any significant reduction in dielectric strength. Also short-circuit
current interruptions up to tens of kiloamperes will be managed properly. Even in
the case of power generators more than 72 kA short-circuit currents with a high dc-
component will be interrupted more than 30 times.

High dc-components are caused by an asymmetrical shift of the sinusoidal ac-
current due to the network behavior after the short-circuit fault. Even the absence of
current-zeros is possible during the first power-frequency cycles. After some tens of
milliseconds – depending on the time-constant τ of the network – the first current-
zero appears, which is essential for current interruption. Modern VCB’s have a rather
short response time to for opening after short-circuit occurs, thus rather high dc-
components appear,

dc = e− to
τ ≈ 0.3 . . . 0.6. (9.27)

Therefore, the inevitable interrupting capability for tubes is given by the electrical
arc-charge carrying the asymmetrical current during the arcing-time tarc,

Qdc ≈ Qsym ·
(

1 + π

2
· dc

)
. (9.28)

The user likes to have rapid interrupters in order to shorten the fault time. Thus, at
given ratings highest dc-components are demanded. On the other hand, this leads to
larger contact and tube diameter. A balanced design will result in an optimized cost
position for the interrupter.
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9.3.3 Medium Voltage Contactors

In the medium voltage range vacuum contactors are in operation all around the
world: switching transformers, capacitors, reactors, resistive loads or motor starters
up to 12 kV. Recently designed vacuum contactors extend the supply range
to 24 kV.

The switching frequency is much higher than for circuit-breakers; therefore, con-
tactors and their vacuum interrupters have to exhibit much longer mechanical and
electrical lifetimes. As a rule, the minimum required number of switching cycles
over the life is one million. Usually the contact material consists of WCAg in-
stead of CuCr commonly used in circuit-breakers. The hard-metal component, tung-
sten carbide (WC), ensures small erosion caused by arcing [17]. Also with WCAg
the chopping current is below 0.5 A. This helps considerably in reducing possible
over-voltages caused by the di/dt in high-inductance circuits. But contact mate-
rials based on CuCr or WCu are well-established in medium voltage contactors
too.

The first use of contactors for the 24 kV level was in 1998 operating the drivers
of the TRANSRAPID magnetic transportation system (Fig. 9.8). Here switching de-
vices have to handle higher rated currents and voltages, and also up to one million
operating cycles. This large number of operations in the 24 kV range is possible by
innovative contactor designs with a special contact material used in the vacuum in-
terrupter.

Fig. 9.8. 24 kV contactor. Switching device for the magnetic transport system TRANSRAPID
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Fig. 9.9. Low voltage vacuum interrupter. First vacuum interrupter for 50 kA at 690 V; 80 mm
tube diameter

9.3.4 Low Voltage Circuit Breakers

In 1990 the first vacuum interrupter for a low voltage range was introduced into the
market (Fig. 9.9). With a lifetime of several 10 000 operations at 2500 A and a few
tens of short-circuit current interruptions at more than 50 kA new trends were set in
low voltage power engineering.

References are given in facilities with high demands like cranes for open-cast
mining. Minimum standstill-times and maximum availability reduce the production
costs considerably. Circuit breakers on ships should be maintenance-free and with-
out exhausting systems. Furthermore, in the chemical industry hermetically sealed
switching devices are desirable. Vacuum technology has improved itself in plenty of
low voltage applications. There is no doubt that the vacuum technology will also be
available for ratings higher than 100 kA in the future.

9.3.5 Low Voltage Contactors

The use of vacuum interrupters for low voltage is well-established for contactors.
Starting with 630 A contactors in the early 1980s, the development now tends to-
wards smaller currents.

Main problems are the production costs compared to air contactors. New designs
and modern vacuum mass-production technologies are imperative in order to intro-
duce economical products (Fig. 9.10). Contactors are available in vacuum technology
with a significantly higher electrical lifetime (up to 3 million switching operations)
than conventional devices. Besides the compact design and high mechanical and
electrical lifetime, the hermetic capsulation of vacuum contactors is a further advan-
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Fig. 9.10. Low voltage contactor: for 300 A at 690 V; 30 mm tube diameter

tage. Because of no interaction between the arc and the environment, applications in
aggressive or explosive atmospheres are possible.

9.3.6 High Voltage Vacuum Breakers

By using series arrangements of two or more vacuum interrupters, it is basically pos-
sible to double or multiply the dielectric strength without increasing the operation
energy substantially. Applications with two 24 kV or 36 kV standard vacuum inter-
rupters in series for rated voltages of 52 kV or 72 kV are well known.

In addition, the rise of the dielectric recovery after current zero is steeper than
for a single device. By this the interrupter is able to quench arcs successfully after
shorter arcing times compared with a single interrupter [18]. In principle, there is
no restriction on the medium voltage range for single vacuum interrupters. Tubes
for 72 kV and even more than 125 kV applications are described by Japanese man-
ufacturers [19]. However, due to the nearly square-root dependence of the dielectric
strength on the contact stroke [see (9.20)] it is not trivial to find acceptable solutions.
Optimized shield systems, excellent surface technologies and mellow contact sys-
tems for long-stroke interruption capability (e.g. AMF-system) are essential for high
voltage interrupters.

Due to basic research and development high voltage interrupters in ‘medium volt-
age sizes’ are possible today (Fig. 9.11). The electrical field strength is minimized
and is in the rage of medium voltage bottles. Even the X-ray emission under rated
voltage (72 kV) seems to be no problem.

9.3.7 Load Breakers

Unlike the interrupters used in contactors, an interrupter in a load-break switch only
has to interrupt currents in order of magnitude of the rated current. The maximum
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Fig. 9.11. High voltage vacuum interrupter (prototype): for 72.5 kV and 31.5 kA; 150 mm tube
diameter; 500 mm length

mechanical and electrical lifetimes are about 10 000 switching cycles. Switches must
also be capable of disconnecting capacitor banks without re-striking. Capacitive
switching, for which high dielectrically strength is essential, is also required for fre-
quent disconnections of overhead lines and cables under no-load or low-load condi-
tions. The highest demand on dielectric strength exists when the rated cable-charging
breaking current has to be interrupted under earth-fault conditions.

Based on the considerable differences between the contactor and the switch ap-
plications, the challenge is to design an interrupter that is economically priced, com-
pact and which can be used for different applications with the same external di-
mensions and the same internal construction. The difference is only in the contact
material.

9.3.8 Transformer Tap Changers

A special application of vacuum interrupters is the use for transformer tap changers.
Requirements are large numbers of operations like contactors with current-ratings as
circuit breakers. Nevertheless, a very high reliability is essential. This was a great
challenge for the tube developers and producers.
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Fig. 9.12. Transformer Tap Changer (MR Germany). A special application of vacuum inter-
rupters for transformer tap changers

In the early 1990s the world-wide leading manufacturer of transformer tap chang-
ers introduced vacuum switching interrupters successfully (Fig. 9.12). The tap changer
operation is divided into three major functions:

• arc interruption and re-closing by use of the vacuum interrupters in conjunction
with the associated by-pass switches;

• selection of the next position by a selector switch assemblies in proper sequence
with the operation of a vacuum interrupter and by-pass switch;

• operation of reversing or coarse/fine switches in order to double the number of
tap positions.

9.3.9 Other Applications

There are many other applications for vacuum switching devices, for example, circuit
breakers for railroads in low-cycle networks (e.g. 16 Hz) and power-breakers for
nuclear fusion reactors (ITER). In these cases rather long arcing-times compared
to normal power frequency (50/60 Hz) and high interrupting currents (up to 80 kA)
may appear. This requires tubes with highest interrupting capability.

Vacuum interrupters are not able to interrupt dc-currents. But with the help of
current commutation an artificial current zero can be generated in order to extin-
guish the arc. A typical application is in Tokamak-devices for nuclear fusion exper-
iments [20]. Best experiences were made with the use of vacuum interrupters, and
maybe in future the ‘sun on earth’ will be switched on with vacuum bottles.
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For special applications some types of interrupters must be able to operate prop-
erly at more severe stress, e.g.

• switches for arc furnaces operate frequently with high currents,
• switches for back-to-back capacitor banks that operate rather frequent inrush cur-

rents with high frequency and amplitude,
• switches for small inductive currents which may cause over-voltages at the load-

side.

Highly sophisticated mechanical designs, excellent dielectrical performances and
suitable contact materials are essential in order to realize these demands.

9.4 Future Aspects

Up to now most of the applications of vacuum interrupters are in the medium volt-
age range 7.2–52 kV with maximum short current interruption capability of 72 kA.
World-wide the manufactures are working on a further increase of the switching
capability, e.g. for power generators. The next level to reach is 80 kA according
to ANSI standards. But also more than 100 kA seems to be possible. For this high-
current interruption optimized AMF-contacts are necessary. A better knowledge about
the physics of plasma-arcs is important to increase the interrupting capability. Cal-
culated field distributions combined with plasma models have to reflect the experi-
mental results. Plenty of investigations are focused on this [21].

Looking at the low voltage range a beginning was made with 690 V contactors
for 300 up to 800 A. However, the lower the ratings the higher are the production
costs. Hence economical limits are given. For the low voltage circuit breakers the
situation is quite similar. Low cost solutions for ratings higher than 50 kA are needed.
The question is, whether 200 kA interruptions are possible with common contact
systems [22].

On the other side also the high voltage regime is ready for vacuum technology.
Assuming vacuum interrupters for 125 kV rated voltage with a single contact gap are
available in the future, the fiction is a 750 kV arrangement [25]. New technologies
like magnetically driven switchgears open a wide field for innovations, e.g. phase-
controlled switching just before current zero in order to minimize the arc energy. In-
telligent electronics and vacuum electronics will melt together, leading to computer-
controlled vacuum interrupters (CCVI).

Further tubes in cast-resin insulated poles allow compact switchgear designs and
outdoor applications. Small dimensions and compatibility to older breakers allow a
trouble-free replacement [23]. There is also a certain pool for vacuum interrupters in
special cases mentioned before, like reclosers, nuclear fusion research (ITER) and
high-speed transfer switches.

Increasing production quantities are reflecting the progressive trend of vacuum
technique. For example, in China there is a clear decision for vacuum switching-
technology [24]. Maintenance-free and large numbers of operations, high reliability
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of the vacuum chamber with mean time to failure (MTTF) of several tens of thou-
sands of tube-years, proper switching performance and environmental compatibility
predestine the vacuum switching principle for this millennium.
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Vacuum Electron Sources and their Materials
and Technologies

G. Gaertner and H.W.P. Koops

10.1 Thermionic Vacuum Electron Sources

10.1.1 Historical Development

Since the discovery of cathode rays in 1859 by Prof. Julius Plücker in Bonn [1] in
the so-called Geißler tubes, manufactured by the skilled German mechanic Heinrich
Geißler in Bonn since 1854, who had also developed an improved mercury vacuum
pump, cathode ray based tubes have contributed a major part to the technological
progress of the western world in the next 150 years to come. Cathode rays are nothing
else than electron beams, and it lasted another 32 years since George J. Stoney from
the UK introduced the term electron [1]. Usually only the name of T.A. Edison from
the USA is known to the broader public, who started to sell incandescent light bulbs
for 50 cents in 1883. Yet he had only developed this bulb in parallel to Joseph W.
Swan from the UK, who introduced an incandescent lamp with a carbonized bamboo
fiber as heated filament and an extraordinary long life of 40 hours in 1878. Edison
had already experimented with a lot of different electrode materials, besides carbon-
based materials also with Pt, Ir, Ba, Rh, Ru, Ti and Zr, but with limited success. But
in the year 1883 T.A. Edison also showed that a current is flowing from the glowing
cathode to the anode in a vacuum tube [1].

Typically vacuum electron tubes consist of an electron source, a vacuum or low
pressure region where the extracted electrons interact with electric fields of either dc
or ac/rf nature (e.g. defined by several grids or metal boundaries at certain applied
potentials) and the collector or anode where the electrons are collected and continue
to flow into a solid conductor. Our main interest in this chapter will be focused on
the emission mechanisms and the different types of electron sources.

Regarding electron emission capabilities as a function of time (Fig. 10.1), there
has been a continuous improvement [2, 3]. This was by part triggered by material
systems change, partly by improved structural design and in the last two decades by
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Fig. 10.1. Historical development of thermionic cathodes emission capabilities (life top at
saturated emission current density ≥4000 h) [7]

increased contribution of sub-μm scale technologies, accompanied by high resolu-
tion characterization. The emission current densities given in Fig. 10.1 are related to
a cathode life ≥4000 h. Of course, the introduction of new cathodes was also linked
to certain tube applications.

In 1898 the Austrian Carl Auer von Welsbach introduced osmium wire as elec-
trode in an incandescent light bulb, thus improving the usable life. In 1908 William
David Coolidge from the USA found a method to draw thin tungsten wires and
equipped incandescent light bulbs with heated tungsten wire coils [1]. Such tungsten
filaments are used up till nowadays in X-ray tubes as cathodes due to their rather high
insensitivity against gas poisoning and ion bombardment. Yet their emission current
density at an operating temperature of about 2600◦C is rather low, about 1 A/cm2.

The oxide cathode was discovered by Arthur Rudolf Wehnelt in 1903 [4], who
found that Geißler tubes equipped with such a cathode consisting of alkaline earth
oxides could be used as current rectifiers. Since then the oxide cathode has been sub-
ject of extensive scientific studies and has become of great technological importance.
Curiously enough, this stems from the art of making and utilizing it and not from a
thorough understanding of the cathode. Development and improvement was in part
guided by the contemporary physical models, which failed in other aspects later on
or turned out to be incomplete [5]. In the years before World War II, the predominant
view was (e.g. Reimann 1934 [6]) that Ba on the oxide surface, which was supplied
by the interface reaction via diffusion, determined electron emission.

Part of the past and present improvements of vacuum electron tubes were made
possible by improved cathodes [3]. Especially in the last 50 years Philips, as one
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Fig. 10.2. Practical work function distributions (PWFD) or Miram plots, based on underheat-
ing or roll-off curves, of “best of class” thermionic cathodes [8]. Data are from Varian except 1
Deckers (mixed matrix scandate: Philips, The Netherlands), 2 Gaertner (LAD top-layer scan-
date: Philips, Germany) and 3 Djubua (Istok, Russia)

of the major vacuum tube manufacturing companies, was always at the top of in-
novation in the cathode field, as can be seen from the invention of the L-cathode in
1949 by Lemmens et al. and of the first impregnated Ba-dispenser (or I-) cathodes by
Levi in 1955. In 1966 then Zalm et al. introduced the so-called M (magic) cathode
with an Os/Ru top-layer on a 411 impregnated tungsten base. In 1995/97 G. Gaert-
ner et al. improved the emission capability of Scandate cathodes from 120 A/cm2 to
400 A/cm2 at a true temperature of 1030◦C (Os/Ru-I: 15 A/cm2), which still repre-
sents world record in thermionic emission [7]. In a historical review Fig. 10.1 shows
the development of the emission capabilities of thermionic cathodes in the last cen-
tury (life end at saturated emission current density ≥4000 h). In Fig. 10.2 practical
work function distributions (PWFD) or Miram plots based on underheating or roll-
off curves are shown for “best of class” thermionic cathodes [8]. The LAD top-layer
Scandate cathode peak (2) is situated at 1.43 eV near the oxide cathode peak.

In the following contribution a review of the basics and of present research and
development activities on thermionic cathodes for vacuum tubes is given and also
the progress in other emitters and the specific application advantages of the different
cathode types are commented. Besides basic investigations of I cathodes and Scan-
date cathodes also improvements of oxide cathodes are addressed in more detail.

10.1.2 Fundamentals of Thermionic Emission

The basic equations governing thermionic emission or thermal electron emission can
be derived straightforward for metals, where the energy levels are occupied up to the
Fermi level EF, which in this case lies in the conduction band. If the metal is heated
to a temperature T , some of the electrons in the conduction band acquire sufficient
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energy > Emin in order to reach the vacuum level and escape from the metal,

Emin = EF + eΦ, (10.1)

where eΦ is the work function (Austrittsarbeit).
We can now calculate the density of electron gas in a short distance in front of the

metal surface when in equilibrium with the emitter and also the number of electrons
crossing a plane (cathode surface A) in this distance at time t0 in both directions.
Under saturation conditions all electrons of sufficient energy leave the cathode, with
exception of a small fraction reflected at the surface represented by the reflection
coefficient. A detailed derivation can be found in “Moderne Vacuumelektronik” by
J. Eichmeier, pages 59–63 [9] and also in some other standard textbooks and review
articles on thermionic emission [10, 11, 14, 15].

The differential density dN of electrons in the velocity interval between vx,y,z

and vx,y,z + dvx,y,z is given by

dN = 2vxAt0m
3
e/h3 ∗ (1/(1 + exp((E − eΦ)/kT )) dvx dvy dvz, (10.2)

where E = me(v
2
x + v2

y + v2
z )/2. The differential emission current density belonging

to dN then is given by
djs = edN/(At0). (10.3)

By integration of djs from vx,min to ∞, js can be obtained, also taking E � EF into
account for emitted electrons

js =
∫

djs =
∫

e dN

t0A
= 2em3

h3
eEF/kT

∫ +∞

vx,min

∫ +∞

−∞

∫ +∞

−∞
vxe− m

2kT
(v2

x+v2
y+v2

z ) dvx dvy dvz.

(10.4)

Integration then yields the equation

js = 4πemk2T 2/h3 ∗ exp(EF/kT ) ∗ exp
(−mv2

x,min/2kT
)
, (10.5)

which is known as the Richardson–Dushman equation. It is usually written in the
form

js = ART 2 exp(−eΦ/kT ), (10.6)

where AR is the Richardson (or better thermionic) constant, since the term Richard-
son constant is often used also for phenomenological values different from
120.4 A cm−2 K−2, and eΦ is the work function. Both constants can be determined
from the I/U emission characteristic, where js is the point of deviation from the space
charge limit, via a Richardson plot of ln(js/T 2) versus 1/T .

Of course, the validity of this equation is limited to ideal cases of metals with uni-
form surface and zero extraction field at the surface, which in reality is only obtained
if the space charge field of the electron cloud in front of the surface is compensated
by the external extraction field, i.e. the Laplace field between cathode and anode.
Hence saturated thermionic emission is also called zero field thermionic emission. If
the fixed thermionic constant is used in a Richardson plot instead of a fitted constant
AR, a temperature dependent term in the work function is obtained. Usually, due to
the variations in AR, this term is much larger than the theoretical estimation, which
is of the order of k/e [11].
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The equation can also be applied at very low current densities (e.g. at very
low temperatures below the usual operating temperatures), but here in the generally
called retarding field region with retarding potential Ua also the contact potential be-
tween cathode and anode (= difference between cathode and anode work function
= eΦK − eΦA; order of magnitude 1 eV) has to be taken into account. The emission
current density ja is then given by

ja = js exp{(−eUa + (eΦK − eΦA))/kT }. (10.7)

Using the thermionic cathode at intermediate current densities up to saturation, a
space charge limited emission is obtained (virtual cathode at space charge maximum
at distance dm). Here the space charge limited current ISCL is practically independent
of the temperature, but depends on the field strength Ua/D in front of the cathode,

ISCL = (4/9)ε0
√

2e/me(Ak/D
2)U

3/2
a = KU

3/2
a . (10.8)

The geometry factor K = 2.33 × 10−6Ak/D
2 is given in units of A/V3/2, where

Ak is the emitting cathode surface area, D the cathode to anode distance and Ua the
anode voltage in V. Further corrections of space-charge limited emission arise by
taking the electron velocity distribution into account; Ua then has to be replaced by
the difference of Ua − Um, where Um is the threshold potential and Dm the distance
of the space charge maximum. The equation for ISCL is then modified to [9]

ISCL = (4/9)ε0
√

2e/meAk(Ua−Um)3/2/(D−Dm)2∗{1+2.66
√

(kT /(eUa − eUm))}.
(10.9)

Also in the saturation range a further slight increase of current density with increas-
ing field strength can be observed. This is due to the mirror image charge and is
called Schottky effect in honour of Walter Schottky, who first derived it. Extracting
the saturation current using an accordingly high anode voltage Ua, e.g. in a diode
configuration, reduces the work function slightly by the high field strength Ek at the
cathode. The Schottky effect can result in an increase of the saturation current of
up to 10% or more. The resulting saturation current density in most cases can be
measured in pulsed operation only, due to the high power load on the anode.

The superposition of the 1/r potential of the mirror image charge with the
Laplace electric field as shown in Fig. 10.3 leads to a reduction of the potential
maximum in front of the cathode by

�Uk = √
((eE)/(4πε0)). (10.10)

This then implies further modification of the Richardson–Dushman equation by in-
clusion of this field dependent decrease of the work function [9], where E is given
in V/cm and T in K,

js = ART 2 exp(−eΦ/kT ) exp
(
4.4E1/2/T

)
. (10.11)

It has to be pointed out that this equation has to be modified further, since space
charge, of course, is also present in the accelerating field range and hence the Laplace
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Fig. 10.3. The effect of an accelerating electric field on the work function of a metal: image
potential (—); potential due to the applied electric (Laplace) field (-·-·-); and total potential
(- - - -) [12]

field is modified by the space charge. A complete theoretical description of this range
is given by Scott (numerical approach) and Hasker [13], where Hasker deduced an
approximate theory in closed form.

Another reduction of a clean metal work function can be caused by adsorption of
an electropositive monolayer. This subtractive dipole moment of the adsorbed atoms
reduces the work function by 4πned , where n is the density of adsorbed atoms per
cm2, e is the electron charge and d is the dipole distance, typically of the order of
0.1 nm. Of course, adsorption of an electronegative monolayer will then lead to a
similar increase of the work function [16].

When an electron leaves the cathode surface, it takes with it an average kinetic
energy of the amount 2kT . Also, since the electrons that must replace it are at the
Fermi level on average, an additional amount of energy eΦ is required to raise an
electron to the vacuum level. This electron emission cooling effect was first derived
theoretically by O.W. Richardson in 1903 and is used for a calorimetric determina-
tion of the work function [14].

For high emission currents the cooling effect partly compensates cathode heating
(e.g. via resistive or radiative heating) and leads to a current dependent temperature
decrease of the cathode. This cooling can become noticeable at operating tempera-
tures and sufficiently high dc-emission currents. For pulsed currents the duty cycle
has to be taken into account. In a planar configuration the cooling power �Pcool is
proportional to the the emission current Ie and to the average energy uptake of the
electrons leaving the cathode according to [15, 19], being valid for the space charge
and for the Schottky region:

�Pcool = Ie(Φ + kT /e ∗ ln(Is/Ie) + 2kT /e), (10.12)

where T is the true temperature. For a cylindrical configuration 2kT /e has to be
replaced by 5kT /2e. In case of Is = Ie the case of onset of saturation or zero field
emission Is is obtained:

�Pcool(sat) = Is(Φ + 2kT /e). (10.13)
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The contribution of the Thomson effect usually is negligible. The term with ln(Is/Ie)

for Ie > Is also takes the work function decrease due to the Schottky effect in the
accelerating field range into account. The cooling of the cathode can be evaluated
from the T (P ) diagram, where temperature T [K] versus heating power P [W] is
plotted. The change in temperature T by −�T (in the ordinate) by emission cooling
corresponds to a change in power P by −�Pcool (in the abscissa).

10.1.3 Types of Thermionic Cathodes, Properties and Applications

Metal Cathodes

In order to be useful as a cathode, a clean metal must give sufficient emission current
density at a temperature where it does not evaporate too rapidly. As a rough guide
vapour pressures in the range 10−7 to 10−9 mbar can be regarded tolerable for most
purposes. This limits the choice to a few metals such as W, Re or Ta with a high
melting point, which usually belong to the refractory metals and are not so easily
machineable, especially tungsten [6].

This choice is substantiated by the following Table 10.1, where melting points
and work functions of metals/elements used in vacuum electronics are listed. It is
taken from Jenkins [16], with some additions. It has to be noted that to a good ap-
proximation the metal work function can be estimated by the image force Coulomb
potential at the metal atomic radius: eΦ = e2/(8πε0r).

W, Ta and Re have the advantages that due to their high operating temperature
contaminating electronegative gases are rapidly evaporated, and thus they are able to
emit satisfactorily in poor vacua needing only a small temperature increase to sup-
press poisoning. For this reason tungsten is generally used in ionization gauges, high
power electron guns for electron beam welding and in unbaked demountable sys-
tems. The disadvantages are that it needs a high amount of heating power (70 W cm−2

at 2500 K), is also subject to a reversible reaction with water vapour and can form

Table 10.1. Usable electron emission from clean metals/elements

Metal MP (K) T (K) for AR eΦ js
pvap = 1.3 × 10−7 mb (A cm−2 K−2) (eV) (A cm−2)

W 3640 2520 80 4.54 0.4
Ta 3270 2370 60 4.10 0.6
Re 3440 2330 700 4.7 0.26
Mo 2890 1970 55 4.15 5 × 10−3

Os 2973 2310 120.4 5.5 6.4 × 10−4

Ir 2727 1770 120.4 5.4 1.6 × 10−7

C 4400 2030 48 4.35 2 × 10−3

Pt 2050 1650 170 5.40 2 × 10−8

Ni 1730 1270 60 4.1 5 × 10−9

Ba 1120 580 60 2.11 1 × 10−11



436 G. Gaertner, H.W.P. Koops

Fig. 10.4. Work function dependence on operation temperature for tungsten (W), tantalum
(Ta), and thoriated tungsten (Th–W) wire cathodes [15]

tungsten oxides with oxygen in the rest gas, which may also react to CO with car-
bon containing contaminants. This is the reason why the more expensive Re or Ir are
preferred in mass spectrometers for residual gas analysis.

For geometries other than wire usually Ta is preferred due to its high ductility and
hence good machineability. It has the disadvantage that it is embrittled by hydrogen.
Os, which was used at the beginning of the last century in incandescent lamps, has
the disadvantage of forming a very volatile poisonous osmiumtetroxide with oxy-
gen. The dependence of the work function on the operation temperature is shown
in Fig. 10.4 for tungsten (W), tantalum (Ta), and thoriated tungsten (Th–W) wire
cathodes.

Monolayer Thin Film on Metal Cathodes

The work function of pure metals can be lowered by a monolayer coating with a
suitable element or dipole layer of two elements , as we have seen in the preceding
paragraph. Of course, this layer can be provided from an external evaporation source
of these elements, but usually this is impractical for long-life cathodes, who need
a continuous resupply for compensation of the evaporation or ion bombardment in-
duced loss of this film. Therefore, a reservoir, usually in the interior of the cathode,
is needed where the monolayer elements are generated via a chemical reaction and
migrate to the cathode surface, e.g. by grain boundary or pore diffusion. Such film
cathodes are therefore also called dispenser cathodes [6].
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Thoriated Tungsten Cathodes

By provision of an electropositive monolayer of Th on W, the work function of such
a system eΦ = 2.7 eV is by far lower than the work function of tungsten of 4.54 eV
and even lower than that of Th of 3.5 eV [17].

The supply of Th is achieved by doping W with ThO2 in form of small embedded
grains and by carburization of a top layer of tungsten, e.g. to one third of the W wire
diameter. After activation and during life, free Th is then generated via the reaction
between thoria and tungsten carbide:

2 W2C + ThO2 → 4W + 2 CO + Th. (10.14)

Th is migrating to the surface via grain boundary diffusion and spreads on the surface
via surface diffusion [16].

Thus, much higher current densities at much lower wire temperatures can be
provided by thoriated tungsten cathodes (see Fig. 10.5). The typical operating tem-
perature is 2000 K, where the Th–W cathodes can provide a saturated emission of

Fig. 10.5. Saturated emission current density as a function of temperature for thoriated tung-
sten: conventional carburized thoriated tungsten wires were measured in a cylindrical diode.
Samples of Th/W cathodes manufactured by plasma-activated CVD were measured in a planar
diode configuration [20, 21]
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4 A cm−2 with a life in excess of 10 000 h. The Th–W cathodes are typically applied
in rf tubes such as tetrodes or magnetrons used for rf/radio transmission and rf heat-
ing. The thoriated tungsten wires are either assembled into a “squirrel cage” or with
an open basket weave, and are directly heated. The valves usually contain Zr heated
by radiation from the cathode to act as a getter for the oxidizing gases.

In 1987 G. Gaertner et al. succeeded in providing unipotential cylinder cathodes
of thoriated tungsten by plasma-activated CVD from a reactive gas phase containing
WF6/H2 and Th-β-diketonate starting compounds [21]. There exists a lot of variants
of thoriated cathodes, e.g. characterized by replacement of W by Re, Os, Ta at least
at the surface or by surface layers with preferential crystal orientation, as pioneered
by Ira Weisman [18] for W. Carburization can also be replaced by boriding, e.g. with
the aid of diborane, then obtaining a borided tungsten cathode. Also improvements
in emission can be achieved by addition of the so-called mobilizers such as Pt, Zr,
Hf, Al , Ta enhancing grain boundary diffusion [22].

Lanthanated Molybdenum Cathodes

Replacing thorium by lanthanum and tungsten by molybdenum the lanthanated Mo
cathode or LM cathode is obtained, which was introduced and investigated by
C. Buxbaum et al. of BBC in the years 1976–1980 [22].

Fig. 10.6. Emission current density of La–Mo–Pt sintered cathodes as a function of tempera-
ture. At point A′La evaporation becomes dominating over diffusional supply. Thoriated tung-
sten, Mo and W are depicted for comparison [22]
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The advantage over Th–W cathodes are lower operating temperatures for com-
parable emission current densities. Thus, in the range 1780–1900 K the LM cathode
can deliver 3.5–8 A/cm2 (see Fig. 10.6). These cathodes are rather insensitive to gas
poisoning and can be completely reactivated after venting the chamber or tube. Mo
is also easily machineable. The typical dopant amount of La2O3 in Mo is 1–4%
by weight, the optimum being about 2%. Mo is carburized similar to tungsten. It
is also advantageous to coat the surface with a 0.2–10 μm thin Pt layer, where La
has a higher sticking coefficient, i.e. the cathode can be stably operated at somewhat
higher temperature.

Ba-dispenser or I-cathodes

For high end television tube applications Philips in 1990 introduced Os/Ru coated
impregnated (=I) cathodes, which show stable emission performance at 5–10 A/cm2

up to 25 000 h [23, 27]. Here the cathode base consists of porous tungsten with
about 20% porosity, impregnated with 4BaO·CaO·Al2O3 (=411). The use of os-
mium
coated and uncoated Ba-dispenser cathodes was a breakthrough with respect to load-
ability and low temperature film cathode operation. A predecessor of the I cathode
was the metal capillary cathode (Siemens designation MK cathode) or reservoir cath-
ode (Philips designation L-cathode), where a reservoir containing a.o. BaO is situ-
ated behind a porous tungsten plug [16]. A recent version of it is described by B.
Vancil [25]. Figure 10.7 presents the work function dependence on the operation
temperature for osmium coated and uncoated Ba-dispenser cathodes, especilly BaO
reservoir cathodes. Despite their operating temperature being about 250◦C higher
than for oxide cathodes related to their higher work function (about 0.4 eV higher)

Fig. 10.7. Work function dependence on operation temperature for Osmium coated and un-
coated Ba-dispenser cathodes [15]
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and their higher production cost, they allow improved brightness and resolution of
high end CRTs. The design of the 0.65 watt I-cathode units (see Figs. 10.8 and 10.9)
is compatible with 0.65 watt oxide cathode units (see Fig. 10.14), so that they are
exchangeable in the same tube type.

One of the important application issues is ion bombardment (IB) resistivity, since
ions are created by electron impact on the rest gas. The IB behaviour of several Ba
dispenser cathodes such as W-I, Re-I, Ir-I, Os/Ru-I and also Scandate-I was investi-
gated in gun and diode configurations. In accelerated IB life tests at lower ion dose

Fig. 10.8. Philips 0.65 watt I cathode unit for CRTs

Fig. 10.9. Schematic cross-section of a Philips 0.65 watt I cathode unit
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rates (see Fig. 10.11) a “dynamical shielding effect” [36] was observed due to con-
tinuous Ba resupply during IB, which improves extrapolation to realistic dose rates.
In collaboration with TU Eindhoven, IB characterization was recently extended to
more basic I-cathode surface investigations using low energy ion scattering (LEIS)
and also Auger parallel to emission measurements [27]. Quantification of the results
showed increased neutralization of the scattered Ar ions at I cathode surfaces the
lower their work function. It was also observed that Ba will mainly reside on surface
sites where oxygen is present in order to form a relatively stable Ba-O dipole layer.
Hence IB recovery is also limited by presence and resupply of oxygen.

The highest Ba-O density is found for Os/Ru-I, which also has the lowest ef-
fective work function of all I-cathode types of about 1.8 eV. The concept of a fine-
grained intermediate layer, in this case W, was also applied to Ir-I-cathodes by Toshiba
[28], showing improved ion bombardment resistivity.

Ba-Scandate Dispenser Cathodes

Currently the most prominent thermionic cathode with respect to highest zero field
emission current density i0 is the Scandate cathode, despite the fact that high end ap-
plications are still dominated by advanced I-cathode types. The reason for this will
be discussed later. Also, in Scandate cathode development a steady improvement of
i0 with time can be observed, linked to different types of Scandate cathodes. Starting
with the pressed Scandate cathode, which is based on a patent of Figner in 1967, van
Oostrom et al. [29] in 1979 realized i0 = 10 A/cm2 at 950◦CMo-Br operating temper-
ature (1017◦C true temperature). Comparable emission was achieved with the im-
pregnated Scandate cathode invented by Philips (P. Zalm, A. van Stratum) in 1977,
where Sc2O3 was added to the impregnant. Mixed matrix Scandate cathodes were
first introduced by S. Yamamoto (Hitachi) in 1983 [30], where the matrix consisted
of a mixture of tungsten and Sc2O3; J. Hasker (Philips) improved this in 1989 by us-
ing W + ScH3 as a starting powder mixture [31, 32], yielding about 100 A/cm2 at the
standard operating temperature. In 1984 J. Hasker had also pioneered the top-layer
Scandate cathode, where a 5 μm layer on top of the porous W body, impregnated
with BaCaAluminate, consisted of a mixed matrix of W + Sc2O3. Further variants
of top-layer Scandate cathodes (in short, ‘Sc’-I) were then introduced by sputter
coating the W-base with W + Sc2O3(1986). Further improvement was found using
W + Sc2W3O12 (1989) [33] by S. Yamamoto et al. (Hitachi). In 1984 they also pub-
lished results obtained with a combination of mixed matrix Scandate cathode with
Ir, Os, Pt and Mo surface coating. U. van Slooten and P. Duine from Philips report
increased ion bombardment resistivity of a Re-coated mixed matrix Scandate cath-
ode in 1996 [34]. Top-layer (=T-L) Scandate cathodes prepared by plasma-activated
CVD were investigated by G. Gaertner et al. [35], yielding 60 A/cm2 at 950◦CMo-Br
in the best version. Currently besides the research activities of Philips and Hitachi
on Scandate cathodes, also Hughes (sputtered T-L), Thomson, AEG, Samsung and
other companies are active in this field.

To overcome disadvantages of the I cathode like high operating temperature (high
Ba production!) and limited current density, Philips research realized a top-layer
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Fig. 10.10. Saturated emission current density i0 as a function of temperature (Mo-brightness)
for LAD top-layer Scandate cathodes =‘Sc’/Re-I, Os/Ru-I and W-I cathodes. The solid line
is the theoretical line for a Richardson work function of 1.16 eV and a Richardson constant of
AR = 8.5 A/cm2 K2 [36]

Fig. 10.11. Degradation of I/U characteristic as a function of IB dose: 104 μAs in diode
@1 mA∗1 mbar∗s in electron gun; dashed lines: perfect ‘Sc’/Re-I and Re-I cathodes; to-
tal emission is superposition of area fractions of scandate (only space charge limited) and
Re-I [36]

Scandate cathode by laser ablation deposition (LAD), which is capable of unprece-
dented 400 A/cm2 at the same operating true temperature as the I cathode of 1030◦C
[7, 36]. This allows a reduction of the ‘Sc’/Re-I cathode operating temperature and
also makes possible new high end applications. The top-layer Scandate cathodes
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were prepared by Excimer-LAD of W/Re + Sc2O3 on 411 impregnated W-I cathode
bases, usually already mounted in 0.65 W cathode units. The top layer of usually
100–500 nm thickness has a very fine grained structure prepared via nanoparticles
[24], which is favorable for grain boundary and pore diffusion, a concept which has
also been applied for other cathode types. The ion bombardment resistivity and also
the emission uniformity of this cathode is strongly improved over previous scan-
date cathode types, which were either prepared by powder metallurgy or by sputter
coating the top-layer. In order to illustrate also the exceptionally high emission of
‘Sc’-I at low temperatures, in Fig. 10.10 the saturated emission current density i0 is
shown as a function of temperature (Mo-brightness) over the whole range from 200
to 1000◦C for ‘Sc’/Re-I, for Os/Ru-I and W-I cathodes [36]. The solid line is the
theoretical line for a Richardson work function of 1.16 eV and a Richardson constant
of AR = 8.5 A cm−2 K−2, as determined from Richardson plot in the interval 600–
1000◦C. It gives a better fit to the experimental ‘Sc’/Re-I data than an effective work
function of 1.4 eV (with AR = 120.4 A cm−2 K−2).

The measurements underline that the work function remains nearly constant over
a wide temperature range. Also field emission with a low threshold of 3.2 V/μm has
been observed for ‘Sc’/Re-I. In the range from 250 to 350◦C thermal assisted field
emission is observed and the threshold vanishes [37]. Finally sputtered top-layer
Scandate cathodes are investigated by Hitachi, Toshiba and by Y. Wang in China
(see [23]) trying to improve them by variation of layer composition and structure. In
one version Y. Wang and her group prepared a fine-grained mixed matrix Scandate
cathode type with submicron matrix structure and improved emission behaviour [26].

Oxide Cathodes

Alkaline Earth Oxide Cathodes

Oxide cathodes are still lowest in cost. This is due to the rather cheap preparation
method of spray coating (Ba,Sr,Ca)- or (Ba,Sr)-carbonate particles on a cathode Ni
base. As a result a rather porous structure of about 75% porosity is obtained. Yet they
are limited in dc current density to less than 3 A/cm2. In 1986 Saito et al. from Mit-
subishi [38] introduced scandia particle doping of the triple Ba·Sr·Ca-oxide coating
in order to increase the critical dc current density jcrit,dc. P. Derks from Philips then in
1987/1992 replaced scandia finally by rare earth atomic doping of the oxides, espe-
cially using coprecipitated europia or yttria [22]. It was later shown by G. Gaertner et
al. that the electrical conductivity and hence jcrit,dc is increased proportionally to the
coprecipitated rare earth addition, yet at the expense of increased oxygen poisoning
sensitivity of the oxide cathode [40], if no additional measures are taken.

In Fig. 10.12 the effect of atomic doping with yttrium on conductivity is shown
versus operation time. The comparison with the undoped cathode shows, that σel is
increased over life. This was one of the reasons that now oxide cathodes doped with
Ni particles are developed. The basic idea is to overcome the conductivity limitation
by addition of acicular Ni particles, where 5% are already at the percolation threshold
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Fig. 10.12. Electrical conductivity σel of yttria doped and Eu doped Ba·Sr-oxide cathode com-
pared to non-doped cathode versus operation time [40]

Fig. 10.13. Electrical conductivity versus reciprocal absolute temperature for Philips standard
oxide and with 5% Ni particles added [41]

for metallic conduction. Conductivity measurements at the Sheffield–Hallam Uni-
versity for a 5% Ni doped cathode showed about 1 × 10−2 (� cm)−1 from 1000 K
down to room temperature (see Fig. 10.13) [41], whereas oxide cathodes without Ni
exhibit a strong conductivity decline with decreasing temperature. For 2.5% Ni ad-
dition σel = 8 × 10−3 (� cm)−1 was directly determined under operating conditions
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Fig. 10.14. Philips 0.65 W oxide cathode unit for CRTs

Fig. 10.15. Ba-Oxide cathode dc loadability improvement versus time (typical cathode life >

10 000 h)

at the (true) operating temperature of 1050 K in a planar diode, as described in [40].
Increased dc loadability at lower temperatures can be derived from Fig. 10.13.

As a further beneficial effect, the embedded nickel filaments have also been
found to reduce the cut-off drift in CRT applications. This Ni addition is one of
the distinctive features of the cermet Oxide Plus cathode of LG-Philips Displays (see
Fig. 10.14) besides other improvements, which is able to deliver 3.5 A/cm2 over life,
with peak (dc) values up to 10 A/cm2 [39]. The increase of the dc loadability of ox-
ide cathodes as a function of time is shown in Fig. 10.15. Of course also a sufficient
effort will be needed to continue with this progress in the future.
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Improvements of Ba-oxide and Ba dispenser cathodes are also investigated by
several other CRT companies and have been reviewed recently by e.g. Higuchi [42].
Therefore, we only want to give a short review of some promising developments.
Besides numerous variations of the oxide additives started by Mitsubishi [38], one
improvement option in oxide cathodes is the introduction of an additional layer at
the interface. Here Samsung [43] introduced a fine-grained Ni top layer on the Ni
base of about 1–2 μm thickness, which favors the activator diffusion along the grain
boundaries to the oxide coating and implies increased Ba generation. These cath-
odes, additionally doped with Mg–La compound, can still be operated at 2 A/cm2 af-
ter 12 000 h. Mitsubishi investigated a tungsten intermediate layer, but unfortunately
delamination problems had to be overcome.

A further trend are much denser oxide cathodes, like the HIP cathode of NEC
[23], where a mixture of Ni, Scandia and (Ba,Sr,Ca)-carbonate powders is pressed
into a Ni–Cr container. Cr from the walls is playing the role of the activator. An
emission life of 22 000 h at 3 A/cm2 and 1153 K is claimed. Also, improvement is
obtained by a much denser arc plasma deposited oxide cathode with respect to lower
BaO evaporation and improved emission.

Other Oxide Cathodes: ThO2

Thoria coated W, Ta or Ir filaments have been used in rf tubes and especially ThO2
on Ir is still in use. They deliver current densities of about 5 A/cm2 at 2000 K due to
a low work function of 2.6 eV [93:502-503].

Boride cathodes: LaB6, CeB6

The thermionic emission properties of the borides of the alkaline-earth and rare-earth
metals and thorium have been investigated in the 1950s [45]. These compounds all
have the same formula MB6 and the same crystal structure consisting of a three-
dimensional boron framework in whose interlattice spaces the metal atoms are em-
bedded. The valence electrons of the metal atoms are not accepted by the B6 com-
plex, thus giving rise to the presence of free electrons which impart a metallic char-
acter to these compounds. This, together with the strong bonds between the boron
atoms in the framework, produces a series of compounds which have high electrical
conductivities and high thermal and chemical stabilities, which are ideal properties
for a cathode material. When this structure is heated to a sufficiently high tempera-
ture, the metal atoms at the surface evaporate. They are, however, immediately re-
placed by diffusion of metal atoms from the underlying cells. The boron framework
does not evaporate but remains intact.

This process gives a mechanism for constantly maintaining an active cathode
surface. Thermionic emission measurements made on these materials show the rare-
earth metal borides to be superior to the others. The highest emission was obtained
from lanthanum hexaboride, namely 6 A/cm2 at 1600◦C. Its emission constants for
the Dushman equation were eΦ = 2.66 eV and AR = 29 A/(cm2 K2) [45]. This is
higher than the emission normally obtained from thoria H. Ahmed and A. Broers in
1971 obtain [46] eΦ = 2.4 eV and AR = 40 A/(cm2 K2). Lanthanum boride has a
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Fig. 10.16. Tungsten and boride cathode mounts for electron guns of many suppliers (courtesy
of Kimball Physics [44])

relatively low evaporation rate corresponding to a latent heat of evaporation of 169
kilocalories per mole. If the hexaborides are operated at high temperature in contact
with the refractory metals, boron diffuses into their metal lattices forming interstitial
boron alloys with them. When this occurs, the boron framework which holds the
alkaline-earth or rare-earth metal atoms collapses, permitting the latter to evaporate.
However, the hexaboride cathodes may be operated at high temperatures in contact
with tantalum carbide or graphite. Typical cathode mounts are shown in Fig. 10.16.

Lanthanum boride cathodes are especially useful in applications where high cur-
rent densities and electron beams of high brightness are required. Despite these ad-
vantages they have a much higher operating temperature than Ba dispenser or Ba ox-
ide cathodes. They are also suitable for high voltage applications because they stand
up well under positive ion bombardment. Since they are atmospherically stable and
activate easily, they have found wide use in experimental demountable systems.

LaB6 cathodes use single crystal lanthanum hexaboride as emitter material, hav-
ing a work function of 2.69 eV. The crystal with <100> orientation is mounted on a
carbon heater rod, and held in place by a precision carbon ferrule. Special accuracy
is employed to fabricate a round and smooth micro-flat at the top of the crystal of
1.7 × 10−6 cm2 area. The heating current of 1.7 A to 2.1 A is delivered through a
precision-machined, single-piece carbon rod with central slot and mounting strips.
The ceramic sub-base provides rigidity and easier mounting. The Kimball Physics
[44] ES-423E (extended life) lanthanum hexaboride cathode is a high performance,
resistively heated, thermionic electron source, see Fig. 10.17. Guaranteed is a life-
time of thousands of hours in a clean vacuum system (UHV quality) at a pressure
<10−7 mbar. Operation at 20–30 A/cm2 current density is recommended. The reac-
tive lanthanum hexaboride crystal is clamped between or mounted in carbon. The
temperature of the crystal is balanced to have high brightness of 107 A/(cm2 sr), at a
source size of 5 μm, and to have a low chemical evaporation rate of the crystal. This
equilibrium is reached at a crystal temperature of 1700–1900 K. Due to the space
charge limited emission from a surface at 1700 K the electron beam energy distribu-
tion has a low width of approximately 0.4 eV.

The small area of the heating current loop keeps the unwanted heater current
magnetic field low. Because the rod is one single piece, no heating current passes
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Fig. 10.17. Kimball Physics ES-423E (extended life) lanthanum hexaboride cathode [44]

through the crystal; there are no high temperature current-carrying joints. A high
degree of axial symmetry keeps mechanical motions small. The small physical size
fits most Wehnelts with ease. In the ES-423E, the crystal can be completely evap-
orated away without affecting the heating circuit. The very tight tolerances and the
enclosed structure prevent the loss of LaB6 in the mounting region throughout the
entire crystal life. Reduced material loss also means less Wehnelt contamination.

In SEM type instruments, lifetimes up to 3000 to 4000 hours may be achieved
at operating temperatures of 1850 K (corresponding to material surface loss rates in
the 0.025 micron/hour range), with full brightness and excellent stability. With some-
what reduced brightness, as required by typical TEM instruments, lifetimes can be
even longer. The ES-423E mounting structure will last more than 10 000 hours. Nei-
ther the electrical heating circuit drive impedance nor the thermal properties will drift
perceptibly over that period. Chemical reactivity and mechanical drift problems have
been eliminated. The real figure of merit of a thermionic electron emitter is the num-
ber of coulombs of electrons which may be boiled off per kilogram of cathode surface
evaporated away. LaB6 is an order of magnitude superior to the refractory metals in
this key parameter. Any failure of a cathode mounting structure, before the LaB6
cathode itself has been used up, represents a waste of cathode life. The ES-423E
single-piece stress-free ultra-stable carbon mount is unique. Unlike other designs
which operate near the temperatures where chemical instabilities will set in, the ES-
423E carbon mount is almost impossible to destroy by accidental over-temperature.
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The melting point of lanthanum hexaboride itself is somewhat over 2800 K; there
have been examples of crystals being melted (extreme over-temperature), in which
the Kimball Physics ES-423E carbon mount survived.

Applications

Electron sources with LaB6 and CeB6 cathodes are employed in many brightness-
limited electron optical systems like scanning electron microscopes, transmission
electron microscopes, electron beam lithography systems, electron accelerators,
X-ray sources, free electron lasers and other customer applications.

Lifetimes in excess of 6 months of continuous operation are regularly achieved
in commercial SEM’s and TEM’s with suitable gun vacuum. It is based on a well-
proven heater structure. Continuous operation at the full operating temperature im-
proves the thermal stability of the gun and hence beam current stability. Stable beam
conditions are achieved immediately, e.g. for performing quantitative EEL or EDX
measurements.

Alkali Based Emitters

Whereas Ba based thermionic cathode systems are widely used in vacuum tubes and
dominate applications in the lower temperature range from 700–1000◦C, there only
exist academic investigations on alkali based systems due to their high chemical reac-
tivity with oxygen, water and CO2. Nevertheless, still lower work functions than for
the Ba based systems have been achieved with alkali based systems, so that emission
current densities in the range of 2–10 A/cm2 can be reached in the range 400–600◦C.
This implies a significant reduction of the heating power.

The first investigations of Cs coated W or Cs on oxidized W substrates were
conducted by I. Langmuir and K. Kingdon in the years 1924–1930. For this purpose
they used a Cs oven heatable to temperatures of about 100◦C coating the substrate
with the evaporated Cs. Depending on the equilibrium partial pressure and hence
the degree of Cs coverage, emission maxima were observed between 400◦C and
700◦C [47] (see Fig. 10.18). But such a solution with a Cs oven is impractical for
vacuum tubes, is risky and too expensive for commercial applications. The dwell-
time of Cs on the surfaces is short and is decreasing with increasing temperature.
According to Fomenko [48] the work function of Cs on W (optimum coverage for
about a monolayer) is about 1.5 eV, for Cs-O-W the work function F is about 1.44 eV
and for Cs-O2-W ca. 1.2 eV. Lower work functions are obtained on Ni, Ti, ZrC and
TaC bases (F{Cs-Ni} = 1.4 eV; F{Cs-Ti} = 1.2 eV; F{Cs-ZrC} = 1.3 eV; F{Cs-
TaC} = 0.85 eV).

For application in thermionic converters A. Makarov et al. [49] investigated Cs
films on pyrolytic graphite in an arrangement similar to the one of Langmuir. They
obtained a current density of 75 A/cm2 at 580◦C operating temperature and a Cs
reservoir temperature of 220◦C. They had to cope with the same disadvantages of
alkali based systems: a saturation of the tube rest gas with Cs vapour is of course not
acceptable.
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Fig. 10.18. The emission of monoatomic films on tungsten, including Cs on W and Cs-O-W
(after Dushman [47])

Only with the introduction of a local supply mechanism of Cs from a moderately
heated CsAu compound, the application of Cs based systems with low work func-
tion became feasible. This was achieved by Philips in the context of replenishing
Cs on semiconductor cold cathodes, which increases the efficiency of ACC cathodes
(avalanche cold cathode) by orders of magnitude [50].

Well known is also the application of alkali based photo cathodes with low
work functions of 1.5 to 1 eV, where impinging light induces electron emission. Yet
this is only possible up to 50◦C, since then Cs losses become too excessive. Typi-
cal compounds used are K2CsSb or AgCsO, RbCsSb; in general, multiantimonide-
compounds, as given in a review by P. Coates [51]. Low work functions have also
been found for conductive Cs suboxides and Cs-Rb binary suboxides, but have not
been used so far for any applications.

10.2 Non-Thermionic Electron Sources

10.2.1 Historic Development

Field Emitters

R.W. Wood in 1897 first described field emission as “fireworks” originating from
sharp electrode points in his discharge tube. In 1922 J.E. Lilienfeld for the first time
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used a pointed cold cathode in an X-ray tube, drawing erratically several mA. He also
observed a further activation of the cathode by Cs. In the following years, also with
improved vacuum, the field emission (FE) became more stable. It could be shown
experimentally that the fields necessary for FE are a factor of hundred lower than
predicted by Schottky in 1923 [52]. In 1928 R.H. Fowler and L. Nordheim published
their paper with a theoretical description of FE based on electron tunnelling [53]. In
1936 E.W. Müller introduced the field emission microscope using, e.g. a tungsten
point source and a phosphor screen [54]. He showed that the emission originated
from submicron protrusions on the tip. Later thermo-field emitters were investigated,
and recently diamond emitters and carbon nanotubes (CNT) are used for field emis-
sion sources in vacuum microelectronic devices and displays.

From Vacuum Microelectronics to Field Emitter Displays

Shoulders proposed 1956 in [55], based on the knowledge how to build manually
machined and assembled tubes which could be operated at frequencies as high as
4 GHz [56], that employing the microfabrication technology developed for on-chip
large scale integration of micron-sized solid-state devices will allow a revolution to
obtain much faster vacuum microelectronic devices having dimensions which are
three orders of magnitude smaller. This was thought possible using field emitters as
the source of electrons instead of the commonly used thermionic emission from hot
filaments. Based on the theory and experiments of field electron emission [57], at
Stanford Research International, CA, USA, Shoulders, Brodie and Spindt developed
field emission cathodes made from molybdenum [58] and published an extensive re-
view on their development work [59]. Arrays of cathodes with 10 Mio/cm2 could be
produced, which levelled the noise of the single emitter statistically and showed life
times in UHV environment exceeding 10 000 hours. These arrays became attractive
to develop flat panel displays [60] and cathodes for high frequency vacuum tube de-
vices [61]. More applications are described in a review by Brodie and Spindt [62],
see also Table 10.2.

10.2.2 Field Emission Electron Cathodes

Electrons are released from a material surface or from an atom using very differ-
ent mechanisms. Figure 10.19 gives schematic the mechanism for various electron
emission sources. The Brightness, which is the current per unit area emitted into a
steradian, is also given. Field emitters represent the class with the highest brightness
of all electron sources.

Field emission appears, if at an metallic surface an electric field (E) of the
strength of 109 V/m is applied. Such field strengths are generated by low voltages
at existing sharp edges and very fine tips E = U/d ∼ U/5r with d the electrode
distance and r the tip radius. A common form of field emitter is an electrolytically
etched tungsten wire of 150 μm diameter, which renders a fine tip of 100 nm radius.
To obtain this, the wire must be dipped a defined length of, e.g. 2 mm into the NaOH
base. When monitoring the resistance of the etch cell, a sharp rise of the resistance
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Table 10.2. History: milestones in the development of FED’s

1958 Buck and Shoulders (SRI): Proposal of vacuum microelectronic devices using
field emitters

1968 Spindt (SRI): Development and production of molybdenum-based field
emission cathodes with integrated control grid

1981 Henry Gray (NRL): Lateral Vacuum Triode with Silicon Field Emitters
1985 Robert Meyer: Demonstration of a matrix-addressable monochrome FED
1988 Meyer, Baptist (LETI): develop Mo-emitters on a resistive layer for FED
1993 Pixtech: demonstrates a colour FED; Micron: demonstrates a 1′′ colour FED

with Si emitters
1993 Kumar (MCC): demonstrates a FED with Carbon Diamond film emitters
1995 Pixtech/Futaba: demonstrate a low voltage FED
1997 Motorola and Candescent-demonstrate a VGA high-voltage colour FED with

Mo Spindt-type Emitters
2003 Samsung: demonstrates a 38′′ HDTV colour TV with carbon nanotube (CNT)

paste emitters

Fig. 10.19. Electron emission mechanisms and brightness of electron sources at 10 kV

will be observed, when the immersed piece of the wire is dropped off due to gravity,
and the tip is formed. At this moment it is necessary to cut the voltage off, otherwise
enhanced etching will make the sharp tip round. Radii observed are 100 nm with
electronic switch-off.

The current density emitted from such tips and edges can reach very high values
(e.g. 108 A/cm2). However, the emission currents are generally small (μA, due to the
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fact that metals segregate at current densities >250 kA/cm2 (aluminium)). (Segre-
gation is the disruption of conductors due to ion and atom migration in fields.) In
addition, at such current densities an extreme heating of the emitter tip appears and
vaporizes this.

10.2.3 Thermo-field Emission Electron Cathodes

To release electrons from a metal surface, the extracting field Ex must be sufficiently
strong that electrons can tunnel with a high probability through the potential wall in
front of the tip. This wall is the thinnest one close to the tip. At a temperature of
0 K electrons fill the bands in the metal up to the Fermi energy EF. To have them
tunnel from there, a very high field strength of >0.4 V/nm is required. Electrons can
however reach energy levels above the Fermi level, by operating the field emitter at
elevated temperatures.

Thermionically emitted electrons are not monochromatic, but have a energy dis-
tribution with a full width at half-maximum of

�E[eV] = 2.45T [K]/11 600. (10.15)

Field emission at elevated temperatures is called thermo-field (T-F) emission or
Schottky emission. The current obtainable is given by [63]

Jes = Js(πq)/(sin(πq)), (10.16)

where

q = h1/4F 3/4/π(2m)1/2kT = h̄e1/4F 3/4/π(2m)1/2kT (10.17)

and
Js = 120T 2 exp

{(−Φ + (e3F)1/2)/kT
}[A/cm2], (10.18)

with T the absolute temperature in Kelvin, Φ the work function and F the electric
field.

Figure 10.20 shows the potential distribution and the electron distribution in
metal at elevated temperature. Since electrons at T = 0 fill the metal potential well
up to the Fermi level, a high field is required to release them by tunnelling through
the potential into the vacuum. Since in a heated metal the electrons above the Fermi
level have a Maxwellian energy distribution, they can tunnel at lower field strength
and deliver an emission current in thermo-field emission [64].

To increase the emission current, not only heating of a metal tip is used, like with
a W <100> thermal field build up tip, but also adsorbed layers are supplied to lower
the work function of the material. It has been shown that zirconium, having a work
function of 3.9 eV, adsorbs on W <100> planes selectively, by an intermediate layer
of oxygen adsorbed to the W-tip. This is schematically shown in Fig. 10.21.

This adsorbed double layer also lowers the work function from 4.6 eV for W
down to 2.7 eV for Zr-O-W tip coatings. This reduces the required field strength and
extraction voltage, and confines the emission site to the area of low work-function,
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Fig. 10.20. Potential distribution and the electron distribution in metal at elevated temperature,
and potentials for tunnelling of electron in T-F emission

Fig. 10.21. Schematic representation how zirconium adsorbs on W <100> planes of the W-tip
selectively by an intermediate layer of oxygen

see Fig. 10.22 [65]. The reduction of emission sites at the cathode renders in a re-
duced emission current and gives a better beam stability. In addition, it reduces the
energy broadening of the emitted electrons due to Coulomb interaction effects.

10.2.4 Cold Field Electron Emission Cathodes

For applications in microscopy and materials analysis the brightest possible cathodes
are required. Those are found with cold field emission cathodes. Very fine etched
metal tips emit up to 108 A/cm2 current in narrow emission angles. The field emis-
sion current density (JF0) at room temperature (300 K) is given by

JF0 = C1E
2 exp(−C2/E), (10.19)
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Fig. 10.22. Field emission microscope observation of emission confinement by absorption of
Zr on O on a W field emitter tip

where E is the electric field strength and C1, C2 are material constants depending on
the work function. At higher temperatures (<1500 K) the emission current density is
given by the analytic expression

JFT = JF0(T R/ sin πR) (10.20)

with R = 9.3 × 105Φ1/2T/E, Φ the work function (eV) and T the temperature [K].
The Fowler–Nordheim equation describes the current density obtainable in field

emission, taking the image force and geometry into account (see Fig. 10.23 top), by

J = (AE2)/(Φt2(y)) exp((BΦ3/2v(y))/E). (10.21)

Here, Φ is the work function, E is the field strength, A, and B are factors, y(Φ,E)

is a function of field strength and work function, y(Φ,E) = 3.79 × 10−4Φ1/2/F ,
with v(y) ≈ 0.95 − y2, and t2 ≈ 1.1 representing the influence of the image force.

For better evaluation of the emission characteristics a logarithmic display of the
current density divided by the square of extraction voltage over the reciprocal value
of the extraction voltage, generally called the Fowler–Nordheim plot is used (see
Fig. 10.23 bottom)

log10(J/U2) ∼ 1/U. (10.22)

The extrapolated ordinate value of the FN line is a measure for the obtained reduced
current density. The inclination of the FN line corresponds to the work function and
the field in front of the emission site.

This field strength is difficult to measure and to determine. Therefore, these data
only give relative values. The field strength at the tip depends also on the materi-
als structure, or structure composition, and on the semiconductor characteristics of
the material. Fowler–Nordheim equation and logarithmic representation are used to
characterize field emission sources. Characteristic data are taken from the inclina-
tion and the ordinate section value and are used in SG-plots, showing these data in a
graph for different sources.

The major types of field emission cathodes and emitter cells for arrayed field
emission cathodes FEA-cells like point emitter (Spindt-emitters (Mo) or Gray-
emitters (Si)), wedge emitter, and thin film edge emitter are used. Figure 10.24 shows
Spindt-type Mo-emitters.
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Fig. 10.23. Top: current–voltage curve shows the exponential emission characteristic; bottom:
the logarithmic representation according to Fowler–Nordheim gives the straight line, which
allows to judge on the performance

Fig. 10.24. Mo-microtip array of Spindt type (courtesy of C. Spindt SRI). The emission
strongly depends on tip height, radius of curvature, position in the gate opening

10.2.5 Novel Cathode Materials

Several novel materials are developed and applied in technical electron sources and
FED’s, and are given in Sect. 10.2.5, Table 10.3. Novel cathode materials are molyb-
denum, silicon, diamond, carbon in corraline carbon, carbon nanotubes and semi-
conductor particles suspended in an oxide matrix (not shown). Also novel materials
produced by electron beam induced deposition (EBID) with a nanocrystalline com-
position are used, e.g. Au/C and Pt/C nanocomposits, see Table 10.3.



10 Vacuum Electron Sources and their Materials and Technologies 457

Table 10.3. Table of typical performance data of field emission cathodes

Electron Year of Brightness Efficiency Maximum
sources market A/cm2 sr V current

entry
Gas discharge 1930 1 0.05 100 μA
Thermal emitter W 1932 10 0.35 200 μA–15 mA
BaO 1940 100 0.35 50 μA
LaB6 1960
Thermofield 1970 1000 0.40 100 nA
Zr-O-W
Cold FE 1964 10 000 0.95 5 μA
Spindt-Mo 1970 500 μA
Gray-Si 1985 50 μA
Diamond 1995 200 μA
Carbon nanotubes 2003 10 000 0.95 50 μA
EBID Au/C Pt/C 1992 10 000 0.95 1 mA

10.2.6 Trends of Novel Developments

Field emitter arrays (FEAs) are one of the most important electron sources for vac-
uum microelectronics. One of the issues arising from FEA processing is incomplete
homogeneity in tip shape over the array. Such inhomogeneity gives rise to different
emission behaviour among FEAs. Tip surface modifications have been performed
for the purpose of obtaining a sharp tip and a clean surface using ion milling [66],
reactive ion etching [67] and plasma etching [68], see Fig 10.24. The modification of
Si tip surfaces by anodization [69] has been used to improve the emission behaviour
of Si FEAs, see Fig 10.25. Tip shape modification using a focused ion beam (FIB)
has been performed in order to obtain a sharp tip [70].

Electron-beam-induced deposition (EBID) is caused by the dissociation of ad-
sorbed molecules induced by highly energetic electrons [71]. The dissociation proc-
ess has not been clarified yet due to the variety of potential excitation channels avail-
able even for small molecules. The EBID process facilitates a maskless process down
to 5 nm depending on electron beam spot size and reactions. EBID can yield three-
dimensional structures on any kind of surface as long as the precursor molecules
adsorb [72]. A field emission tip achieved by EBID has been reported, though the
structure was that of the two-tip arrangement [73], see Fig. 10.26. Pt-FEA tips with
a gate electrode were fabricated by EBID emitter generation in Spindt-type cells
having a blunt emitter tip, which showed no emission. The emission characteristics
were measured before and after Pt deposition. Nanometer-sized field emitters have
also been fabricated using FIB-etching and EBID [74].

Smart FEA structures incorporate a current stabilizing MOSFET transistor and
are fabricated in MOSFET Technology, see Fig. 10.27. Transistor-controlled cells
with single, dual and triple gate have been developed and employed to stabilize the
emission. This leads to a stable intensity [75]. Characteristics obtained were: at gate
diameters of 3 μm the onset voltage was 75 V, the maximum current was 10 μA at
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Fig. 10.25. Silicon field emitter arrays (courtesy of T. Akinwande, MIT (1997))

Fig. 10.26. Top of a tip deposited from dimethyl-gold-trifluoro-acetylacetonate (Me2-Au-tfac)
at 300 pA and 25 kV shows nanocrystalline composition imaged in a 200 kV TEM

100 V gate voltage and the current stability over 24 hours in a vacuum of 10−8 Pa
was 25% in a 10 × 10 tip array.

Candescent emitters produced with ion beam technology uses 108 to 109 ions/cm2

(random pattern) multiply ionized Xe or Ar at 2 to 13 MeV energy, see Fig. 10.28.
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Fig. 10.27. Smart FEA structures incorporate a current stabilizing MOSFET transistor and are
fabricated in MOSFET Technology

Fig. 10.28. Candescent FED emitters are produced by ion beam irradiation to avoid patterning
of extractor holes by electron beam lithography or other methods, like optical holography or
ball lens exposure. Left: 100 nm scale gate holes. Right: 150 nm size emitter cones

A 1 cm2 diameter beam is rastered over the active area of the display, with a uni-
formity of <5%. 320 × 340 mm panels are irradiated at the Lawrence Livermore
National Lab (LLNL); 60 seconds are needed to iradiate the panel. The successful
technology was stopped by financial considerations within the US-Asia powerplay.

10.2.7 Metal–Insulator–Metal (MIM) Emitter Materials

PFE’s screen printable cold cathode contains conducting or semi-conducting par-
ticles of ≈3 μm in size suspended in an inorganic insulating matrix, generating a
metal–insulator–metal–insulator–vacuum (MIMIV) device, which emits electrons by
tunnelling, see Fig. 10.29.

Screen printed emitters are used in a 32 × 32 device, as shown below, and have
higher particle and emission site density (300 k sites per cm2), flatter surface, are eas-
ier to fabricate, and render ≈30% higher emission uniformity. They require 50 volts
swing drive electronics. To make FED’s economically competitive, it is inevitable to
lower the gate switching voltage to 25 V or below.

10.2.8 Diamond Hopping Electron Emitters

Diamond-like layers have insulating diamond grains in sp3 carbon configuration and
grain boundaries in sp2 carbon configuration. The latter are conducting and deliver
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Fig. 10.29. Printable inks made from semiconductor material embedded in insulator matrix
present metal insulator vacuum channels for field electron emission after firing (courtesy of
PFE Inc.)

Fig. 10.30. Schematic of the fabrication method for gated diamond emitters

current by hopping. Typically 5–20 V/μm field strength is applied to a diode config-
uration to characterize such emitters.

Extreme Devices did fabricate CVD gated diamond microtip arrays for high
power, high temperature and high radiation environments, see Fig. 10.30. These di-
amond cathodes shall replace thermionic cathodes in: microwave amplifiers, space
applications, sensors, TV-tubes. The gate is self-aligned. Electron-extraction field:
3 V/μm, high-current-density emission: 10 A/cm2, low onset voltage 22 V. Stable
emission over long time, also in high vacuum (courtesy of Extreme Devices Inc.)



10 Vacuum Electron Sources and their Materials and Technologies 461

Fig. 10.31. Display with carbon nanotubes from Samsung (courtesy of Choi et al., SAIT Sam-
sung, Korea)

However, flat diamond layers render measured maximum emission current den-
sities for N doped, P doped and B doped diamond all below 4×10−5 A/cm2 [76]. In-
creased emission is obtained with B doped diamond tips with increased sp2 content.
Emission increases from 1 μA to 20 μA per tip. The turn-on field is 9 V/μm [77].

10.2.9 Carbon Nanotube Emitters

Carbon nanotubes (CNT) grow in gas discharges from butene and other low molec-
ular weight carbon gases and form fullerene-type hoses, which are single to multi-
walled and conduct current. Seeding a surface with Fe or Co through lithographicaly
generated holes and lift-off allows to select the location of growth of single CNT’s.
It is possible to fabricate distributed arrays with 5–10 nanotubes/μm2. They render
a bright FED display at 0.2 mm cathode–anode distance and 600 V anode voltage.
The maximum current density is 0.1 A/cm2 [78], see Fig. 10.31.

A much cheaper method to distribute the CNT’s than lithography is ink jet print-
ing or sieve printing using CNT filled polymers and optical lithography. Figure 10.32
shows electron emitter sites generated by such a technique. HDTV images with 5′′
full colour and moving picture (320 × 240× R, G, B) is shown in Fig. 10.33. Speci-
fications of the Samsung 38′′ CNT FED are: screen size 38′′ diagonal, pixel number
1280 × RGB × 768, brightness 180–360 Cd/m2 (F.W.), dark contrast 530:1, power
consumption 90 W. Samsung 38′′ CNT FED was presented at IVMC 2003 [79], see
Fig. 10.33.

10.2.10 Other Carbon Emitters and Future Development Trends

The gate voltage amplifier electronics makes PDP displays expensive. With CVD
carbon nanotube gated cathodes the gate voltage is reduced. Emission current den-
sity: up to 8 mA/cm2, Life time at >50% current >10 000 h, cathode material with
binder-CNT paste with photolithography structured. This fabrication method allows
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Fig. 10.32. Samsung carbon nanotube FED with a normal thin film gate triode structure. This
is possible due to the application of a photosensitive CNT containing cathode paste applied
with screen printing methods and UV curing for the definition of the cathode (courtesy of
J.M. Kim, SAIT Samsung)

Fig. 10.33. HDTV images with 5′′ full colour and moving picture (320 × 240× R, G, B)
(courtesy J.M. Kim, SAIT Samsung)

to produce 40′′ displays at low cost development at Motorola; gate–anode distance
0.7 mm, anode voltage 3.8 kV, packaged successfully. The onset voltage was 25 V.
A major challenge to the display industry is to find low-cost carbon nanotube FED
emitters using inexpensive driver electronics [80]. Future possible commercializa-
tion will take place in the fields of small displays as replacements of LDC small
screens and VGA computer displays. The big FED 30′′–50′′ display for home TV
is a possible major driver for the development. Lamps as picture tube elements, and
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Fig. 10.34. Flat diode lamps, left: a 1′′ ×1′′ nanotube cathode on silicon substrate, b flat panel
diode package. Cathode–anode gap is 0.2 mm. Right: blue and red pictured light sources under
test. Anode voltage 390 V, brightness 400 cd/m2 (courtesy of C. Hunt, UC Davis, CA) [81]

also lamps for room lighting are developed and will be mass-produced in the near
future.

Flat diode lamps are investigated at UC Davis, CA, in collaboration with Sandia
National Laboratories Livermore, CA, and are shown in Fig. 10.34. Table 10.4 gives
a comparision of FED with other flat panel displays.

10.3 Other Electron Emitters

10.3.1 pn-emitters

Avalanche Cold Cathodes

Apart from improved thermionic cathodes also low drive cold cathodes are devel-
oped. The principle of operation is the avalanche cold cathode [83, 84]. The cold
emitter based on silicon IC technology consists of a shallow p+n++-junction, where
the n++-layer has a thickness of 10–20 nm (Fig. 10.35). The internal field of the
pn-junction heats the electrons to a much larger temperature than the lattice temper-
ature, and with a Cs covered surface several percent of the diode current are emitted
into vacuum at current densities up to 8000 A/cm2 over an area of about 1 μm lateral
extension. One of ACCs main advantages over thermionic cathodes in CRTs is that
only a few volts of video-drive are necessary, which leads to a power reduction of the
set. Also, excellent picture quality has been demonstrated. Yet sustaining continuous
Cs coverage on the ACC surface has led to new vacuum-technological concepts like
the addition of a Cs-Au compound thin film for Cs resupply.

As a cathode with low operation voltage for the vacuum microelectronic devices,
a new silicon tip avalanche cathode (STAC); which is a silicon field emitter with a
shallow n1–p1 junction formed on the tip, is studied [85]. The measured emission
characteristics of STAC show that the gate voltage at which an appreciable emission
current begins to flow is lowered, and the gate voltage required to produce a desired
emission current is reduced. These emission characteristics of STAC result from the
hot electrons generated and accelerated by the avalanche breakdown at the n1–p1
junction on the tip, see Fig. 10.36, and Fig. 10.37.
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Table 10.4. Comparison of FED with other flat panel displays [82]

Feature Thin film Electro- FED Plasma OLED
transistor luminescent display display
LCD display panels

Brightness 200 100 150 300 300
(cd/m2) (low-V) >600

(high-V)
Viewing angle ±40 ±80 ±80 ±80 ±80
(degrees)
Emission 3–4 0.5–2 1.5–3 1.0 10–15
efficacy (low-V)
(lm/W) 10–15

(high-V)
Response 30–60 <1 0.01–0.03 1–10 <0.001
time (ms)
Contrast ratio >100:1 50:1 300:1 100:1 100:1
(intrinsic)
Number of colors (Mio) 16 16 16 16 16
Number of 1024 640 800 852 640
pixels × 768 × 480 × 600 × 480 × 480
Resolution 0.31 0.31 0.27 1.08 0.012
mm in pitch
Power consumption (W), 3 6 2 200 6
Size (cm) 25.4 25.4 25.4 106.7 15.2
Maximum screen size 55.9 25.4 35.6 106.7 15.2
in diagonal (cm) (22′′) (10′′) (14′′) (42′′) (6′′)
Panel 8 10 10 75–100 3
thickness
Operating 0–50 −5–±85 −5–+85 −20–±55 −25–±65
temperature range (◦C)

Fig. 10.35. Electron energy band diagram of an avalanche cold cathode driven in reverse bias.
Electrons generated in the depletion layer are accelerated towards the surface
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Fig. 10.36. Practical design of an ACC-field emission source (after Lee [85]), a shallow n-p
junction is formed at the tip by lithographic steps and ion implantation to 1015/cm2

Fig. 10.37. Comparison between the calculated emission current curves (solid line) for JAB =
7.38, 9.84, and 40.63 × 107 A/cm2 and the measured emission current data for VCS = 15, 20,
and 30 V. Also, the calculated emission current curve (dashed line) and the measured emission
current data for VCS = 50 V are shown [86]

The low gate voltage characteristics of STAC is well explained by a simple analy-
sis which takes into consideration the emission of hot electrons. However, the mea-
sured emission current of STAC in the high gate voltage region is not well resolved
by the analysis. Also a large current is needed for the avalanche breakdown, and this
results in low emission efficiency and large power consumption.

Ballistic Electron Emitters

The mechanism of ballistic electron emission from nanocrystalline silicon diodes
is obtained from nanocrystallized polysilicon (NPS) based devices. The electron
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Fig. 10.38. The emission current curve and the diode current curve. Both determine the effi-
ciency h, which is as low as 2.8%

emission characteristics performs due to of chainlike nanocrystalline silicon ∼nc-
Si structure, which is produced along columnar poly-Si grains. A sufficient electron
emission current density of 3.0 mA/cm2 was observed with a high emission effi-
ciency ≈2.8% and stability, see Fig. 10.38. The surface and interfacial oxidation of
nc-Si particles is an important factor for efficient emission. The results indicate that
control of interconnected nc-Si structures is a key issue for the efficient ballistic elec-
tron emission [86]. It is found that nc-Si chains interconnected via thin oxides play a
key role for efficient electron emission. This supports the ballistic electron transport
model based on multiple tunneling in the nc-Si layer [87, 88].

10.3.2 Secondary Emission

For a detailed description see Sect. 3.2.2.
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10.3.3 Ferroelectric Electron Emission

Weak electron emission during polarization reversal of ferroelectric material was first
reported by Rosenman et al. in 1984 [89]. The spontaneous electrical polarization of
ferroelectric materials can be changed either by reversal or phase transition between
ferroelectric and non-ferroelectric state. If spontaneous polarization changes are in-
duced by fast temperature rise, by a mechanical pressure pulse, by a laser pulse or a
high voltage pulse applied to the sample, strong uncompensated surface charge den-
sities and related polarization fields are generated, which may lead to intense self-
emission of electrons from negatively charged surface areas. Thus, in electron guns
the extraction-field free emission can be separated from high field regions of accel-
erating gap or gate structures. In 1988 at CERN strong ferroelectric pulsed electron
emission of up to 100 A/cm2 was achieved. Inherently dc-emission is not possible
with this principle. The first application was the use of ferroelectric emission as a
trigger to ignite the discharges of high power gas switches. Another application was
the alternating gradient space charge focussing of low energy heavy-ion beams, i.e.
for an accelerator technology.

10.3.4 Photo-electron Emission

Photoelectric emission is the emission of electrons caused by the irradiation of matter
by light. Fundamentals are described in Sect. 3.2.1. It is investigated in dependence
of the existence and properties of solid surfaces. Photoemission occurs in the fun-
damental optical range. Thus, it is related to other optical experiments and is used
for solid state spectroscopy, i.e. the determination of band structure. In theories of
electron emission one generally assumes that all electrons whose energy associated
with the movement normal to the surface is larger than the potential in vacuo can
escape. Thus, the probability of escape P is taken to be

P = 1 if E − n2k||/2m > Uvac, (10.23a)

P = 0 otherwise, (10.23b)

where k|| is the wave vector parallel to the surface, m is the free electron mass, and
Uvac is the asymptotic value of the potential in vacuo. In reality, electrons satisfying
(10.23a) are partially reflected because of diffraction by the periodic potential of the
solid. It is not generally possible to match a Bloch wave in the solid with a single
plane wave in vacuo without the existence of reflected Bloch waves. Considerable
reflection occurs at low electron energies and therefore P(E) exhibits a pronounced
structure. Since diffraction is highly directional, its effect on energy distributions of
photoelectrons will be larger in measurements accepting electrons in a small solid
angle of directions. In hemispherical retarding field analysers diffraction effects will
be approximately averaged out.

The energy diagram of the surface of a semiconductor shows Fig. 10.39. It is
characterized by a space charge near the surface that is compensated by a surface
charge, S, composed of electrons occupying surface states. These charges produce a
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macroscopic potential V (x). Electrons are retained in the material by the potential
U(x) which has the shape of the image force at large distances in vacuo. It is charac-
terized by the work function Φ, the electron affinity χ and the ionization energy ξ ,
as shown in Fig. 10.39. All these quantities can be measured by photoemission. The
relationship between dV/dx at x = 0 and (EF–EV)s is particularly interesting, be-
cause it yields information on surface states. The surface of a metal is much simpler.
It is fully defined by the work function Φ = Uvac–EF.

Band bending near the surface of semiconductors is attributed to charge carriers
residing in surface states. In principle, these electrons can be excited by the incom-
ing light and contribute to photoemission. Their observation is facilitated in n-type
semiconductors by the fact that electrons in surface states have higher energies than
valence electrons. They are isolated at the high-energy end of energy distributions.
Experiments with cesiated InAs have shown that, indeed, emission from a few as
0.01 electrons per surface atom could be observed [90]. The Schottky effect in photo
emission is the reduction in work function and resulting increase in emission caused
by the application of an electric field normal to the surface. This increase in current
is a monotonic function of the applied field.

The vectorial photoeffect intrigued early investigators of photo emission and has
been relatively neglected in the more recent years. When linearly polarized light falls
on a surface at an oblique angle and the components of the electric field parallel and
normal to the surface transmitted into the solid are calculated according to Fresnel’s
equations, it is found that the component of the electric field normal to the surface is
much more efficient in producing photoemission than the tangential component. In
thin films of simple metals, the enhanced photoemission for Es is accompanied by
an equal enhancement of optical absorption. Both can be accounted for by excitation

Fig. 10.39. Energy diagram of a semiconductor surface; VB is the band bending, EF is the
Fermi level, Ec and Ev are the edges of conduction and valence band, Es is surface states,
χ is the electron affinity, Φ is the work function, ξ is the ionization potential and UVac is the
asymptotic value of image force potential
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Table 10.5. Characteristics of standard photocathodes in use

Photo Sensitivity Dark current Quantum Wavelength
cathode efficiency density detection nm

μA/lm A/cm2 efficiency
Ag-O-Cs 30 (75) 10−13..10−11 1 1200
Alkaline- 50–250 10−18..10−14 600–870
antimony
Multi-alc- 250–600 10−15 20–25 950
antimony
NEA 500–2000 10−15 10–50 1200

of plasma oscillations by the light. The vectorial photoeffect decreases drastically as
the film thickness increases beyond 100 nm.

Angular distribution of emitted electrons yields considerable information on the
band structure of crystals from which the electrons were emitted without appreciable
scattering. It was shown for clean silicon and germanium surfaces, that electrons are
preferentially emitted in directions that depend on the crystallographic orientation
of the plane of polarization of normally incident, linearly polarized light. This effect
shows the presence of a substantial fraction of electrons that were excited by direct
transitions and emitted without scattering. These measurements do not rule out the
presence of some scattered electrons.

It was observed from the investigation of the angular distribution of electrons
emitted from a GaAs crystal, whose surface was covered with Cs and CsO to pro-
duce a negative electron affinity, that the electrons were emitted preferentially in a
very narrow cone normal to the surface. The angular distribution was found to be
Gaussian, with a half-width that depends on wavelength of UV-light and surface
treatment but is of the order of 10 degrees. The explanation of this effect is that the
majority of the electrons that have been excited at great depth (≈1 μm) have lost their
kinetic energy and are “thermalized” in the bottom of the conduction band (k = 0).
They are accelerated in a direction normal to the surface by the space charge field
and emitted after negligible scattering at the surface. For more details and literature,
see Fischer 1972 [91]. Table 10.5 summarizes the characteristics of standard photo
cathodes in common use.

Inclusion of getter materials in a cavity allows to operate handheld vacuum pho-
tosensitive electronic devices on a chip. Getter materials are used to disperse alkali
coatings of surfaces for photo-sensible structures. Alkali metal dispensers (AMDs)
are compact sources of alkali metals. They may be used to prepare photosensitive
surfaces of photo cathodes or wherever an ultrapure alkali metal film is needed. The
alkali metal generating source is a mixture of an alkali metal chromate with a reduc-
ing agent. A research program at SAES Getters S.p.A. into methods of controlling
the release of pure alkali metals led to the development of SAES AMDs. SAES al-
kali metal dispensers are especially suitable when very pure alkali metal films are
required, evaporation rate must be controllable and reproducible and loose particles
cannot be tolerated. The device must be free of harmful gases during deposition of
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the alkali metal. The reducing agent in SAES AMDs is SAES’ St101 (Zr 84%-Al
16%) getter alloy. In addition to reducing the alkali back to its metallic state, St101
also removes chemically reactive gases from the device preventing them from con-
taminating the alkali metal vapor. SAES AMDs are available to deposit Cs, K, Na,
Rb and Li. They are available in precut sizes with terminals or in bulk wire. Curved
shapes are available [92].

10.4 Vacuum Electronic Construction

10.4.1 Spacers for FEA’s

To separate the cathode plate and the screen plate in a FE-display, spacers are re-
quired. It is not sufficient to have insulators, but semiconductors or resistive supports
are required to assure the proper function of the display. Researchers from Saint-
Gobain Display Glass, France, could solve the problem by making a semi-conducting
glass. Figure 10.40 shows a cross-spacer which fits in between pixels and does not
attenuate the electron beam at his site. Several spacers are to be distributed over the
area of a large display at least in 1 to 5 cm distance depending on the thickness of the
glass sheets. Earlier solutions were made from ionic conducting glass [93].

10.4.2 Anodic Bonding

Anodic Bonding

The substrates are bonded at elevated temperature (≈400◦C) by placing and clamp-
ing the substrates between two metal electrodes. A high DC potential (up to >1 kV)
is applied between the electrodes creating an electrical field, which penetrates the
substrates. One substrate is a glass that contains sodium ions, which at the elevated
temperature are displaced from the bonding surface of the glass by the applied elec-
trical field. The depletion of sodium ions near the surface of the glass makes the

Fig. 10.40. Semiconducting glass cross spacer, which fits in between pixels and does not
attenuate the electron beam at his site (curtesy of Saint-Gobain Display Glass, France)
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surface highly reactive with the silicon surface of the other substrate forming a solid
chemical bond.

Fusion Bonding

The substrates are first forced into intimate contact by applying a high contact force.
Once in contact the substrates hold together due to atomic attraction forces (Van der
Waals), which are strong enough to allow the bonded substrates to be handled. The
substrates are then placed in a furnace and annealed at high temperature, after which
a solid bond is formed between the substrates.

Glass Frit Bonding

The alignment tolerance for registration of CAD data to features on the wafer is
typically 10 μm. A batch process is possible. The second substrate material may be
e.g. Pyrex (Corning 7740) having a substrate diameter of 50 mm and a substrate
thickness of 300 to 1000 μm. Bonding takes place at a temperature of 400◦C. Silicon
wafers may have up to 100 mm wafer size.

Solder Bonding

A gold metal layer is employed on both sides of the parts to be bonded. The align-
ment tolerance is 5 μm to 200 μm if needed. Alignment is performed manual optical.
The substrates are exposed to a vacuum of 0.1 mb during processing. The gold is
bonded at a temperature of 350 to 450◦C.

Epoxy Bonding

Epoxy bonding is performed in air, with alignment. It is necessary to use Piranha
(H2SO4/H2O2)clean (non-MOS clean) on both surfaces. If there are metal parts on
any of the wafers, select an organic NMP clean. Epoxy coat the front to a thickness of
5 μm to 8 μm. Three methods for alignment are possible: optical implies front-front
align, backside IR implies front-back align, manual implies no fine alignment.

Bonded materials are preferred pairs of materials bonded by this process glass
(Hoya), Pyrex (Corning 7740), silicon, silicon on insulator. The pressure in the
process chamber during processing is 1 atm. Wafers of 75 to 100 mm in size can
be bonded.

Resist Bonding

This process requires several steps: (1) dehydration bake both surfaces, (2) prime
front with HMDS, (3) photoresist coat front with resist material Shipley 1827 of
2.7 μm thickness, (4) resist bond both, (5) perform photoresist hardbake (110◦C)
both parts. This process is applicable to wafers of 25 mm to 100 mm diameter.

Other Bonding Processes

They are: aluminum microwave bonding, copper microwave bonding, gold micro-
wave bonding, nickel microwave bonding, thermocompression bonding, adhesive
bonding, eutectic bonding, low-temperature glass bonding, microwave bonding [94].
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10.4.3 Vacuum Generation in On-Chip Vacuum Electronic Devices

Inclusion of getter materials in a cavity allows to operate handheld vacuum elec-
tronic devices on a chip. Getter materials chemically bond residual gases and gener-
ate vacuum for a long time. SAES Getter supplies a St707 getter alloy for vacuum
systems. The St707 wide operating temperature range down to room temperature
and its availability in different formats make this alloy the best solution for several
applications, from particle accelerators to plasma fusion machines, from laboratory
vacuum systems to batteries. It is a getter material composed as a ternary alloy with
the following nominal composition: zirconium 70%, vanadium 24.6%, iron 54%. To
pump the St707 getter needs activation, since it has a protective passivation layer
that must be eliminated to start the gettering action. This process, called activation,
is carried out by heating the getter under vacuum or in an inert gas atmosphere. The
optimum activation conditions are at 450–500◦C for 10 minutes. Once the alloy is
activated, reactive molecules such as O2, H2O, N2, CO, CO2 and H2 are adsorbed via
a three step adsorption mechanism: surface dissociation, surface sorption and bulk
diffusion. Hydrocarbons are adsorbed at lower pumping speed at temperatures above
200◦C. Once adsorbed, oxygen, nitrogen and carbon atoms cannot be released by the
St707 due to the formation of strong chemical bonds with the alloy atoms. Hydrogen
reacts differently: it diffuses into the St707 getter bulk even more quickly than the
other species and it distributes almost uniformly within the bulk even at low tem-
peratures. However, since the bonds hydrogen-alloy are weak, some of the hydrogen
sorbed at low temperatures can be released at higher temperature. The sorption speed
for various gases at different temperatures for ST707 getter from SAES Getter shows
Fig. 10.41 [94].

Fig. 10.41. The sorption speed for various gases at different temperatures for ST707 getter
from SAES Getter
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Nanogetter Packaging

The process is complex and needs the following steps: (1) silicon cap wafer prepara-
tion, (2) nanogetter deposition and patterning; the nanogetter deposition is performed
using a specially fabricated shadow mask; the nanogetter is deposited by sputter-
deposition, (3) fusion bonding with alignment requires a pre-fusion-bond clean of
both surfaces to be bonded, a fusion pre-bonding of both surfaces and finally a nitro-
gen anneal of both parts.

As bonding method can be used anodic bonding (Si to Pyrex), eutectic bond-
ing, fusion bonding (Si to Si direct) or glass-frit bonding. As capping material Ko-
var Pyrex (Corning 7740) on silicon is recommended. To incorporate the getter or
other device, a cavity etch produced by MEMS silicon micromechanical etching is
needed [95]. Typically the depth of the etch in the capping wafer is 10 to 550 μm de-
pending on wafer thickness. The thickness of the nanogetter to be deposited must be
5 to 500 nm. A through wafer etch is sometimes performed for electrical connections
through the capping substrate.

10.5 Materials of Vacuum Electron Sources

Suitable materials for vacuum technology [96–98] have to meet special requirements
with respect to sustaining high pressure differences of up to 15 orders of magnitude
between vacuum and outside atmospheric pressure and obtaining constant operating
conditions. Dependent on the applications and on the pressure range different groups
of materials are used:

1. materials for the vacuum chambers (stainless steel, glass, oxide ceramics);
2. materials for components such as pumps, connecting tubes, valves, flanges and

traps (stainless steel, Al, glass);
3. materials for seals (Cu, Au, Fe-Co-Ni alloys, Ag containing solders, Mo, Kon-

stantan, etc.);
4. materials for inner system parts (stainless steel, W, Ta, Mo, Ni, Pt, Ag, Au, Pd,

Al, Be, Zr, Ti, diamond, etc.);
5. emitter materials for electron sources (BaO, CaO, SrO, W, Mo, ThO2, La2O3,

LaB6 , Cs, Si, C, etc.).

The choice of a material depends on properties such as high mechanical stability,
low gas permeation, low vapour pressure, good heating properties for degassing and
good matching of thermal expansion coefficients for different system parts or on
special properties such as high electron emission. Further classes of materials are
getter materials for pumping and luminescent materials for display screens. A much
more detailed description is given in the book of Walter H. Kohl: “Materials and
Techniques for Vacuum Devices” [98] and also in the following Chapter 11, “Vac-
uum Technology”. A large part of the materials given above is also used for vacuum
electron source construction, and in the following we will specifically stress this ap-
plication.
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Metals

The following table (Table 10.6) gives a review of metals usually applied in vacuum
technological applications. In general, a metal consists of many small crystallites.
The form and size of these crystallites determine the mechanical properties. Fine

Table 10.6. Materials for vacuum technology applications

Metal MP (K) Density ρ Application examples
(g cm−3)

Stainless
steel

1,803 7.86 Vacuum vessels, flanges,
valves, pumps

Fe-Co-Ni
and Fe-Ni
alloys

1,723 8.2–8.3 Feedthroughs in glass
and ceramics (sealing–in
process)

W 3,640 19.3 Components for high
temperatures, cathodes

Ta 3,270 16.8 Anodes, grids, cathodes

Mo 2,890 10.3 Cathodes, anodes, arc
electrodes

Pt 2,046 21.4 Feedthroughs in soft
glass, coatings of glass
and ceramics

Pd 1,828 12.0 Hydrogen leaks, leakage
detectors

Au 1,336 19.3 Vacuum solder, coating
for grids and sockets

Ag 1,233 10.5 Solder component,
coating of electrical
conductors, sockets and
copper electrodes

Ni 1,730 8.9 Anodes, grids, shields,
oxide cathode bases

Cu 1,356 8.9 Vacuum seals, cooling
walls, conductors

Al 932 2.7 Deflection plates,
electron windows

Be 1,553 1.85 X-ray windows

Ti 1,963 4.52 Anodes, grids, getter
material

Zr 2,403 13.1 Getter material

Ba 987 3.5 Cathodes, getter
materials

Cs 301.7 1.9 Cathodes
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and elongated crystals (hard-rolled) make the metal hard and brittle. During longer
heating above the so-called recrystallization temperature TR, larger crystallites are
formed, whereby the metal becomes softer and ductile (soft anneal). As a rule, the
recrystallization temperature TR can be derived from the melting temperature by

TR = 0.4TS.

Ductility is one of the criteria for good machineability/formability of the respective
metal. At heating, at insufficient deformation or at too high temperature very large
crystals are formed, and the metal gets brittle. The strength of metals and other ma-
terials is usually determined by applying a load to the material under study and by
observing the resulting deformation.

Drawn, rolled or pressed metal forms are useable in vacuum technology. Alloys
can only be used if the components still have a sufficiently low vapour pressure at the
highest operating temperature. Only forming/machining methods are allowed, which
do not lead to micro-leaks (e.g. deep drawing, arc erosion, laser cutting). One of the
most important materials for UHV chambers and electron guns is wrought stain-
less steel. Stainless steels are defined as iron–base alloys containing at least 12% of
chromium. The type of the stainless steel used (there are more than 37 compositions)
will depend on the specific application.

The refractory metals W, Mo, Ta and Nb are of primary interest for electron
device construction. Their principal merit is their mechanical strength at elevated
temperature which is an approximate function of their (high) melting points. Among
these tungsten exhibits the highest transition temperature from ductile to brittle be-
haviour of 350◦C. Hence Mo with a transition temperature of about 0◦C is still ma-
chineable, whereas W needs powder metallurgical methods for forming, e.g. porous
tungsten only becomes machineable when the pores are filled with copper. In gen-
eral, the choice of metals becomes more and more limited the lower the pressure in
the vacuum system is required to be. For UHV chambers only stainless steel, copper
and gold are appropriate, but for cathode bases and anodes also W, Mo and Ta are
used.

Figure 10.42 shows an example of a UHV diode emission test flange as used by
Philips Research. Here the material of the so-called ConFlat flange, the feedthroughs
and the mounting posts are made of is stainless steel, the insulating part of the cur-
rent feedthroughs consists of glass ceramics, whereas the anode is made of Ta and
the cathode unit is a combination of a 4BaO·CaO·Al2O3 impregnated tungsten pill
in a Mo cap. The cathode to anode distance is 0.3 mm. The insulation here is ob-
tained by quartz cylinders. This flange is then mounted via a copper gasket on the
corresponding flange (inner width 35 mm) of the UHV chamber (made of stainless
steel) and is tightend by six screws with controlled rotary torques.

Glass, Glass Ceramics and Ceramics

Although glass is a solid in the sense that it has the rigidity that is generally associ-
ated with solid bodies, it lacks the continuous crystalline structure that is character-
istic for metals and ceramics. On cooling down of the melt, the liquid state is “frozen
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Fig. 10.42. UHV diode emission test flange with a 0.65 W I cathode unit below the Ta anode
on top, as used by Philips Research (courtesy of Philips Research Aachen)

in”, which means that on cooling down no crystals are formed because the viscos-
ity increases sufficiently fast. At a viscosity of more than 1012 Pa s (transformation
point) glass transforms from a plastic tension free state to an elastic brittle state. The
transformation temperature is essential for glass machining, because this is the lower
boundary for decrease in tension in glass in a reasonable time. Glass does not possess
a sharply defined melting point where liquid and solid phases exist in equilibrium, but
looses its solid-like character gradually on heating. The ease of forming and the ease
of sealing to metals are two of the advantages of glass. Further properties of glass
important for vacuum technology are a reasonable mechanical strength, but fragility
and low shock resistance, chemical and thermal robustness, low vapour pressure, low
electrical conductivity, transparency to radiation/good visible light transmission and
reasonable cost. The main glass constituents besides SiO2 are B2O3, Al2O3, CaO,
PbO, K2O, Na2O and others.

Glass ceramics consist of a mixture of crystals and a residual glass phase. It
is prepared by adding nuclei for crystal growth such as TiO2 or ZrO2 to the glass
melt, which after cooling down and heating up again grow to larger crystals. Glass
ceramics have a higher density, higher viscosity and higher mechanical strength than
glass. The thermal expansion can be nearly zero, since the thermal expansions of the
crystals and the residual glass phase nearly compensate each other.
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Modern ceramics are crystalline sintered materials of pure Al2O3 or BeO, which
are produced at temperatures far below the melting point. They exhibit high values
of thermo-mechanical stability, of chemical robustness and of the specific electrical
resistivity and are not permeable for gases also without glass coating. They are used
for vacuum chambers of particle accelerators, for corrosion resistant vapour beams
and for the insulation of current feed-throughs.

Emitter Materials

The emitter materials used in electron sources again can be divided into metals/
elements (see above, including Si, C) and compounds such as oxides, especially of
the alkaline earths and of the scandium group, and of the rare earths. Among these
we will only address the last three groups of oxides, since they are the most important
for low temperature emitters and are not treated elsewhere. Usually, the alkaline earth
oxides are prepared in the form of carbonates and then have to be transformed into
oxides at elevated temperature, typically under UHV. In nearly all cases the oxides
are then used as sources of the respective metals via a suitable chemical reaction in
order to form, e.g. a Ba monolayer on the cathode surface either on a metal or an
oxide base with a very low work function. Due to the low melting temperature and
high vapour pressure of Ba, Ca and Sr this indirect way of Ba, Ca or Sr supply has
to be chosen, and hence these cathodes are either oxide or dispenser cathodes. The
vapour pressure p of BaO, CaO and SrO are shown in Fig. 10.43 as a function of
temperature, the vapour pressure of the respective metals are depicted in Fig. 10.44.
Even more critical for UHV is the use of Cs. Here a unique new way is the use of
controlled Cs resupply from a CsAu compound.

The oxides of the scandium group and of the rare earths are in most cases only
used in small quantities as dopants, e.g. of barium-based oxide cathodes, or as mixed
oxides, e.g. Ba-Scandate in the case of Scandate cathodes.

Fig. 10.43. Vapour pressure p (in mmHg = Torr) of alkaline earth oxides as a function of
temperature (according to Herrmann and Wagener [97])
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Fig. 10.44. Vapour pressure p (in mmHg = Torr) of alkaline earth metals as a function of
temperature [2]
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11

Vacuum Technology

W. Knapp

11.1 Introduction and History

Vacuum is defined as a space that is entirely devoid of matter, i.e. an enclosed vol-
ume that is not filled with air or any other gases. Galileo, at the beginning of the
seventeenth century, generated the first partial vacuum with a simple piston. Then
he showed that bodies with different density fall with the same velocity. Torricelli
invented the mercury barometer in 1643. Some years later the first vacuum pumps
were designed by von Guericke and described by Casper Schott in 1657. The most
famous historical vacuum experiment in Germany is that of Otto von Guericke with
the Magdeburg halfspheres, which dates as early as 1654 (Fig. 11.1). The interest
in low pressure was slight until in the second half of the nineteenth century dis-
charge phenomena hastened the development. In 1874 McLeod made the compres-
sion manometer and measured pressures down to 10−3 Pa. The first major use of
vacuum technology in industry occurred about 1900 in the manufacture of electri-
cal light bulbs. In 1905 Gaede constructed the rotary vane pump, which was sealed
by mercury. In 1915 he invented the mercury diffusion pump, the first pump able
to achieve high vacuum [1]. These inventions provided art which made possible the
vacuum technology from light bulbs to high-tech vacuum systems, such as coating
plants, surface analytical instruments, space simulators and so on. This chapter gives
a review of fundamentals, components and devices for vacuum measurement, pro-
duction and other key aspects of vacuum technology.

11.2 Gases in Vacuum Systems

11.2.1 The Fundamentals

The macroscopic state of a gas is described by the so-called variables of state: vol-
ume, pressure and temperature. Volume V is the content of a space, which is filled
completely by the gas. The gas exerts pressure p on the walls of the vacuum chamber
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Fig. 11.1. Historical vacuum experiment of Otto-von-Guericke with the Magdeburg half-
spheres [1]

in which it is enclosed. Pressure p is defined as the quotient of standard force exerted
on a surface (unit of force per unit of surface area)

p = dF

dA
. (11.1)

Taking (11.1) as a basis, the result is the unit for pressure, a derived unit in the
International System (SI),

[p] = Newton/meter2 = Pascal; N/m2 = Pa. (11.2)

Other permissible units of measure for pressure include:

• bar (standard abbreviation bar); 1 bar = 105 N m−2 = 105 Pa,
• millibar (standard abbreviation mbar): 1 mbar = 10−3 bar.

Other, less commonly used, units for pressure are:

• Torr: 1 Torr = 133.3224 Pa ≈ 1.33 mbar,
• technical atmosphere (standard abbreviation at):

1 at = 1 kp cm−2 = 0.981 bar (1 kp = 9.81 N),
• physical atmosphere (standard abbreviation atm);

1 atm = 760 Torr = 1.013 bar = 1.033 at.

11.2.2 The Ideal Gas Law

Equation (11.3), the equation of a state for the ideal gas, shows that at a given tem-
perature T and mass m of a substance, the product of pressure p and volume V will
remain constant.
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p · V = m

M
· R · T . (11.3)

Here the quotient m/M corresponds to the number n of the moles (M = molar mass)
found within the volume V , and R is the ideal gas constant.

The primary function of vacuum technology is to reduce the number density of
the molecules inside a given volume. At constant temperature and volume, this will
always be equivalent to reducing the gas pressure. At this juncture it is necessary to
point out that it is possible to lower the pressure (V = const) not only by reducing the
number of molecules present, but also lowering the temperature of the same number
of molecules. This fact must always be taken into account when the temperature
within the evacuated space is not uniform throughout.

11.2.3 The Pressure Ranges in Vacuum Technology

It is common in vacuum technology to subdivide the wide range of pressures, which
can be technically achieved, today covering more than 16 powers of ten, into indi-
vidual sectors, which are listed in Table 11.1.

Depending on the prevailing vacuum pressure range, there are three types of gas
flow:

1. The first is viscous or continuous flow, which is found almost exclusively in the
low vacuum range. The interplay of the molecules one with another determines
the characteristics of this type of flow. The internal friction and the viscosity of
the flowing substance have a major effect. If eddies occur, then this is a turbulent
flow; if various layers of the flowing medium slide one over the other, then the
flow is characterized as laminar. Laminar flow in cylindrical tubes with parabolic
velocity distribution is known as Hagen–Poiseuille flow. This special case is
encountered particularly often in vacuum technology. Viscous flow is normally
present when the mean free path lfree of the molecules is much shorter than the
diameter of the vacuum chamber or tube,

lfree � d. (11.4)

A characteristic magnitude for the state known as viscous flow is the Reynolds
number Re. Re is a dimensionless value. At Re > 2,300, the flow becomes
increasingly turbulent. Where Re < 2,300, the flow is more laminar.

Table 11.1. Vacuum regions

Name of the vacuum Short symbol Pressure range
Low (or rough) vacuum LV 300 to 1 mbara

Medium vacuum MV 1 to 10−3 mbar
High vacuum HV 10−3 to 10−7 mbar
Ultrahigh vacuum UHV 10−7 to 10−12 mbar
Extremely ultrahigh vacuum XHV ≤10−12 mbar

a 1 mbar = 100 Pa = 1 hPa
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2. Molecular flow prevails in the high, ultrahigh, and extremely ultrahigh vac-
uum ranges. In these ranges the molecules can move freely, without interfer-
ing one with another. Molecular flow is present when the mean free path lfree for
a module is much larger than the diameter of the vacuum chamber or
tube,

lfree � d. (11.5)

3. Knudsen flow is found at the transition between viscous and molecular flow. It is
present above all in the medium vacuum range

lfree ≈ d. (11.6)

The product of pressure p and tube parameter d for a certain gas at a certain
temperature can serve as a characteristic magnitude for the various types of flow.
For air at 20◦C the following equivalent relationships apply:
low vacuum (viscous flow)

p · d > 6 × 10−1 mbar cm,

lfree <
d

100
; (11.7)

medium vacuum (Knudsen flow)

6 × 10−1 mbar cm > p · d > 1.3 × 10−2 mbar cm,

d

100
< lfree <

d

2
; (11.8)

high, ultrahigh and extremely ultrahigh vacuum (molecular flow)

p · d < 1.3 × 10−2 mbar cm,

lfree >
d

2
. (11.9)

In the viscous flow range, the preferred vectors for the velocity of all the gas mole-
cules is equivalent to the macroscopic direction of flow for the gas. Such an orienta-
tion is enforced by the fact that the gas molecules are densely packed and collide far
more frequently one with another than with the limiting envelope represented by the
equipment walls. In the molecular flow range, on the other hand, collisions with the
envelope predominate. As a result of reflection but also due to desorption following a
certain dwell time on the envelope walls, a molecule of gas in the high vacuum range
can assume any arbitrary direction of movement. It is no longer possible to refer to
flow in the macroscopic sense. In the high, ultrahigh and extremely ultrahigh vacuum
ranges the properties of the vacuum container’s wall are of decisive significance. Be-
low 10−3 mbar there are more molecules on the surface than in the enclosed space
itself.
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Fig. 11.2. Sources of gas which present a load to the vacuum pump

11.2.4 Surface Interactions and Outgassing

The interactions between gas molecules and the walls of the vacuum chamber in
which the gas is retained by the solid received the name sorption. This includes two
mechanisms: adsorption and absorption. The term adsorption refers to the process
whereby molecules are attracted to and become attached to the surface of a solid, the
resulting layer of adsorbed gas being one molecule (monolayer) or a few molecules
(multilayer) thick. The attracting forces of the solid may be physical (physisorption)
or chemical (chemisorption). The term absorption refers to gas which enters into
solid in much the same manner as gas dissolving in a liquid. The solid which takes up
the gas is known as adsorbent or absorbent, the gas removed is known as adsorbate
or absorbate. Terms as adatom or admolecule are also used to refer to the specific
particles involved in the process. When a material is placed in a vacuum, the gas
which was previously ad- or absorbed begins to desorb, i.e. to leave the material. The
desorption is influenced by the pressure, the temperature, the shape of material, and
a kind of its surface. Gas from the desorption is known as outgassing. The specific
outgassing rate is defined as the rate at which gas appears to emanate from unit area
of surface (geometrical surface) and is usually measured in units of mbar s−1 cm−2.
The gas flows are shown schematically in Fig. 11.2. More information about sorption
and desorption phenomena are given in [2, 3].

11.3 Vacuum Pumps

11.3.1 Introduction

Various types of vacuum pumps are used to produce vacuum in the laboratory or
industrial environments (Fig. 11.3). This section describes examples of pumps in
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Fig. 11.3. Classification of vacuum pumps

common use, chosen to show principles of operation in various groups. It is re-
alised that it is by no means exhaustive and does not cover innumerable variations
and manufactures special features. For further information, the special edition of
vacuum pumps and in particular the catalogues of vacuum companies are recom-
mended [4, 5].

11.3.2 Pumps for Rough and Medium Vacuum

Rotary Vane Vacuum Pumps

The rotary vane vacuum pump is a typical example of an oil-immersed positive dis-
placement pump. The central component of a rotary vane vacuum pump is the pump-
ing system. It consists of a cylinder with ports leading to the outside. These ports are
used to take in and exhaust the gases to be pumped. Inside the cylinder, there is an
eccentrically-arranged rotor. The vanes are fitted into slots on the rotor. The vanes,
which glide along the cylinder wall, divide the available inner space into working
chambers. During one full rotation of the rotor, the chamber volume increases from
zero to the maximum volume and then decreases continually until it reaches the
minimum value. Actual pumping is effected by the increase and decrease in size
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Fig. 11.4. A cross-sectional diagram of a two-stage rotary vane vacuum pump

Fig. 11.5. Typical pumping speeds for rotary vane vacuum pumps [2]

of the sickl-shaped chambers of the working space. The decrease in chamber vol-
ume compresses the enclosed gases. The compression at approximately 200 mbar
above atmospheric pressure allows for the gas pressure to be higher than the opening
pressure of the exhaust valve. Rotary vane vacuum pumps are available in single-
and two-stage models. Two-stage pumps have a lower ultimate pressure than single-
stage pumps (Fig. 11.4). Rotary vane vacuum pumps can be used without problem
whenever the medium to be pumped is a gas that cannot condense at the operating
temperature of the pump (Fig. 11.5) and at atmospheric pressure.

Diaphragm Pumps

The diaphragm pump operates by the flexing of an elastomer diaphragm moved by
a motor driven piston. Principle of the diaphragm pump is as follows. The elastomer
diaphragm (see Fig. 11.6) is moved up and down by an eccentric. On the down-
stroke it draws the air or gas being handled through the inlet valve. On the up-stroke
the diaphragm forces the medium through the exhaust valve and out of the head.
The compression chamber is hermetically sealed from the drive mechanism by the
diaphragm. The pumps transfer, evacuate, and compress completely oil-free.

Features of diaphragm pumps:

• uncontaminated transfer, no pollution of the media,
• 100% maintenance-free,
• compact design,
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Fig. 11.6. Scheme and view of diaphragm pump

• smooth running,
• easy installation,
• excellent gas tightness,
• with very few exceptions, the pumps can operate in any installed position.

These pumps will operate to an ultimate pressure of 1 mbar and are used for oil-free
roughing of UHV systems to allow other pumps to be started, especially turbomole-
cular pumps (see Sect. 11.3.3).

11.3.3 Pumps for High Vacuum (HV) and Ultrahigh Vacuum (UHV)

Vapour Diffusion Pumps

This pump is mainly used in equipment for the study of clean surfaces and in ra-
dio frequency sputtering. Pumping speeds are available up to 5,000 cubic meters
per minute with an operating pressure range of 10−2 to less than 10−9 mbar when
water-cooled baffles are used and less than 10−11 mbar when refrigerated baffles
are employed. The pumping speed for a vapour pump remains constant from about
10−3 mbar to well below the ultimate pressure limitations of the pump fluid. The
best fluids allow pressures of better than 10−9 mbar. The diffusion pump is initially
evacuated by an oil-sealed rotary pump to a pressure of about 10−1 mbar or less.
When the pump fluid in the boiler is heated, it generates a boiler pressure of a few
mbar within the jet assembly. High-velocity vapour streams emerge from the jet as-
sembly, impinge and condense on the water or air-cooled pump walls, and return to
the boiler. In normal operation part of any gas arriving at the inlet jet is entrained,
compressed, and transferred to the next stage. This process is repeated until the gas
is removed by the mechanical forepump (Fig. 11.7).

The oil-vapour booster pump works on the same principles as the diffusion pump,
but it employs a higher boiler pressure. Normal operating pressure range is 1 to
10−4 mbar. When backed by an oil-sealed rotary pump, this pump is widely used for
achieving high vacuum in thin-film evaporation units, accelerators, and in TV tube
pumping.

Cryopumps

Operation is achieved by the condensation, freezing and/or sorption of gas at surfaces
maintained at extremely low temperatures, thus removing them from the gas phase in
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Fig. 11.7. Cross-sectional diagram of a diffusion pump

Fig. 11.8. Diagram of temperature and vapour pressure for various gases in a cryopump

the vacuum. A cryopump use the fact that van der Waals forces keep gas molecules
on a container surface cooled to a sufficiently low temperature [6]. Figure 11.8 shows
the temperatures required to maintain an equilibrium vapour pressure equal to or less
than the required low pressure in the chamber.



492 W. Knapp

Fig. 11.9. Cross-section diagrams of cryogenic pumps: a liquid helium cryopump (left) and a
self-contained cryopump with refrigerator (right)

Cryopumps, most of which use helium as working gas, are clean UHV or XHV
pumps and, unlike ion pumps, do retain no condensed gases after heating and must
be vented periodically. Two helium cryopumps have evolved: a liquid helium (bath
cryopump) and a self-contained cryopump with refrigerator (Fig. 11.9).

Evaporable Getter (EG) Pumps

This pump uses the principle of “gettering” where gas is retained by chemical com-
bination with a getter in the form of metal or metal alloy, either in bulk or in the form
of a deposited thin film. The vacuum is produced during the baking and exhaust step
through a thin tubulation that is pinched off at the end of the process. The Ba getter,
usually in the shape of a small ring, is then flashed using an external RF coil, as in
the case of cathode ray tubes (CRTs). A few mm of barium film are produced in one
corner of the display, in a region which does not affect the emission of light.

Non-Evaporable Getter (NEG) Pumps

The use of NEG-based pumping devices in these vacuum systems has become an es-
tablished approach. When the pumping performance needs a boost, and when a lower
ultimate pressure and a cleaner vacuum environment are essential, non-evaporable
getter pumps are coupled with other UHV pumps to make the difference.

The unique pumping mechanism of NEG pumps with the highest hydrogen
pumping speed, the possibility to operate without a power source, their compact-
ness and flexibility in configuration make them the ideal solution for a variety of
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Fig. 11.10. Getter pump with two NEG strips (left) and diagram of activation of St 707TM

(right)

applications in the R&D and industrial fields, e.g. important applications in vac-
uum electronic devices are X-ray tubes, travelling wave tubes, and vacuum inter-
rupters.

The NEG-activation process consists of heating the getter under vacuum, cf.
Fig. 11.10 (right). During the activation process, the oxides present on the getter’s
surface decompose and diffuse towards the bulk of the getter material. In general, the
higher the temperature of the getter material the higher the diffusion rate of atoms
of the molecules absorbed on the surface, providing the potential to fully exploit a
large portion of getter material. In principle, when the surface of getter material is
saturated by gas molecules at room temperature, a process of re-heating under vac-
uum will re-activate the getter material to further improve its sorption capacity. In
practice, the reactivation process of the getter material in vacuum-electronic devices
is possible only during the last fabrication steps, so it is not a viable solution during
the life of vacuum-electronic devices.

Ion Pumps

This makes use of the gettering principle, in which a cathode material, typically
titanium, is vaporised or sputtered by bombardment with high-velocity ions. The
active gases are pumped by chemical combination with the sputtered titanium, the
inert gases by ionisation and burial in the cathode, and the light gases by diffusion
into the cathode. Capacities are available up to 400 cubic feets per minute, with an
operating pressure range of 10−11 mbar. The full speed of the pump is developed in
the pressure range from about 10−6 to 10−8 mbar, although the characteristic at the
lower pressure is dependent on the pump design.

A typical pump consists of two flat rectangular cathodes with a stainless steel an-
ode between them made up of many open-ended boxes (cf. Fig. 11.11). This assem-
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Fig. 11.11. Ion pump: scheme of ionization (diode type)

bly, mounted inside a narrow box attached to the vacuum system, is surrounded by a
permanent magnet. The anode is operated at a potential of about 7 kV, whereas the
cathodes are at ground potential. The sputter ion pump has low speed and sometimes
is unstable when pumping inert gases. To improve its characteristics, other types of
sputter ion pumps have been developed: the slotted cathode, triode (cf. Fig. 11.12),
differential, and magnetron pumps. To start up a sputter ion pump, it is necessary
to reduce the pressure to at least 2 × 10−2 mbar, and preferably much lower, by
means of a roughing pump. Sputter ion pumps can operate in any position and do
not need water or liquid nitrogen supplies. They have a long life and can provide
very clean, ultrahigh vacuum, free of organic contamination and vibration. They are
employed mainly for the clean-surface studies and in those applications where any
organic contamination will give unsatisfactory results.

Sublimation Pumps

A sublimation pump is a UHV pump which pumps chemically active gases (H2, O2,
CO, CO2, H2O, etc.), and therefore is especially useful pumping, together with a tur-
bopump, hydrogen. The cross-section of a sublimation pump is shown schematically
in Fig. 11.13. Titanium atoms evaporate from a directly heated Ti-Mo-alloy wire and
sublime on the cold (often LN2) chamber walls where they make a thin clean layer
which binds active gases by adsorption, diffusion, and formation of chemical com-
pounds. The Ti-Mo-alloy wire evaporates at a rate of ≈100 mg per hour, so that it can
be used for a few hours. The active pumping speed is 3 . . .
15 l s−1 cm−2, in dependence of temperature. Those are the reasons why a sublima-
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Fig. 11.12. Two basic principles of an ion pump: diode type (left) and triode type (right)

Fig. 11.13. Cross-section of a sublimation pump

tion pump can be used only in a UHV system to complete other pumps, especially
with ion pumps and turbomolecular pumps.

Turbomolecular Pumps

A turbomolecular pump (in short, turbopump) essentially comprises a casing with a
rotor and a stator. Rotating and fixed disks (or blades) are arranged alternately. All
disks contain oblique channels whereby the rotor disk channels are arranged in mir-
ror image to the channels on the stator disks (see Fig. 11.14). A rotor disk together
with the stator disk forms a pump stage that generates a particular compression ratio
(that for air is approximately 30). The compression effect is multiplied by the sequen-
tial switching of several pump stages and very high ratios are attained (for example,
for air ≥1012). The important vacuum data of a turbomolecular pump, the pumping
speed S and the compression ratio K , depend on the version of the pump. Pumping
speed S is proportional to the intake flange A and approximately proportional to the
rotation speed of the blades v,

S ≈ 1/4A · v. (11.10)

In the molecular flow range, the pumping speed is independent of the pressure and
reduces in the transition range to the laminar flow for the reason given. A typical
pumping speed in dependence on the intake pressure can be seen in Fig. 11.15.
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Fig. 11.14. Cross-section of a turbopump with magnetic bearing and Holweck stage

Fig. 11.15. Comparison of the compression ratios of the classical turbopump (TPH 520) and
turbo drag pump (TMH 521), and as a function of various gases [6]

The compression ratio K depends on the mean molecular speed, the proportion of
the root of the molecular mass M and the blade speed v. In this case the dependence
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is exponential. For the maximum compression rate Kmax concerned the following is
valid:

Kmax ≈ e
√

M·v. (11.11)

Very high compression for heavy gases arises from the dependence of the compres-
sion ratio on the molecular mass. The compression breaks down very quickly on
the transition from the molecular into the laminar flow range. Therefore, a fore-
vacuum pressure of lower 0.1 mbar must be ensured in order to operate the classical
turbopump. If the critical backing pressure is exceeded, back streaming can cause
shock penetration of the fore vacuum in the intake area of the turbopump. Differ-
ent technical approaches are used to improve the exhaust pressure of a turbopump.
A fully developed construction is to add a Holweck drag stage downstream of the
turbo stage. This stage consists of a rotating cylinder and a stationary part with a
thread. As with the turbomolecular stages, the Holweck stages are most effective in
the molecular flow range. The typical dimension of a pump channel on the Holweck
stages is smaller than on the turbo disks by a factor of 10 to 50. Molecule collisions
attain significance only at higher pressures. The molecular flow is therefore retained
up to a few mbars.

Fully magnetic bearing turbopumps have been designed for special applications.
Electromagnets are used to hold the rotor electronically suspended in axial direction.
The radial position can be regulated either via the permanent magnetic bearing or
also electronically. Because there is no direct contact of the rotor with the casing,
the vibration level is extremely low. Additionally, out of balance compensation takes
place, and this reduces the vibration even further. It is less than for comparable ball
bearing turbopumps by approximately an order of magnitude of one. A further ad-
vantage besides the absence of oil on the fore-vacuum side is the reduced wear and
tear and the freedom of maintenance. In the event of a power failure, the magnetic
bearing is supplied with the power by the energy from the rotor. This ensures con-
tinuation of power supply for a few minutes. Any mounting position can be selected
for magnetic bearing turbopumps in turbo drag and normal turbo-technology.

The rotor of every turbopump is driven and controlled. This is done using elec-
tronic drives that are either integrated into the turbopump or formed as a separate
unit depending on the design of turbopump.

11.3.4 Pump Selection

The correct selection of a pumping system is an important condition for vacuum-
system design. The correct selection will depend on many factors. A overview is
given in Fig. 11.16.

11.4 Vacuum Pressure Measurement

11.4.1 Introduction

The range of vacuum technologies extends about 18 orders of magnitude of pressure
below atmospheric. There is no single gauge which is able to measure the full pres-
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Fig. 11.16. The working pressure range of vacuum pumps

sure range. Each type and kind of gauge is sensitive to variations of pressure in a
specific range. Most of the gauges measure total pressure [4, 5, 7].

11.4.2 Total Pressure Gauges

Thermal Conductivity Gauges

For measuring pressures in the range 10−2 to 100 mbar, thermal conductivity gauges
are commonly used. The thermal conductivity gauge is a vacuum gauge (also known
as a Pirani gauge) containing two surfaces at different temperatures between which
heat can be transported by gas molecules. Changes in the temperatures, or in the
heating power required to maintain the temperature of one of the surfaces constant,
can be correlated with the gas pressure. Thermal conductivity gauges differ in their
method of indicating the temperature change.

Pirani gauges detect the cooling effect of residual gas molecules on a heated fila-
ment. The rate of heat transfer to the gas is related to pressure and causes a change in
the electrical resistance of the filament or the amount of power required to maintain
it at constant temperature. The filament is normally connected in a bridge circuit, see
Fig. 11.17. In this design, a sensor wire is heated electrically, and the pressure of
the gas is determined by measuring the current needed to keep the wire at a constant
temperature. The thermal conductivity of each gas is different, so the gauge has to be
calibrated for the individual gas being measured. A Pirani gauge will not work to de-
tect pressures above 1 mbar, because, above these pressures, the thermal conductivity
of the gases no longer changes with pressure. The Pirani gauge is linear in the 10−2
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Fig. 11.17. Measurement circuit (Wheatstone bridge circuit) of a Pirani gauge

Fig. 11.18. Comparison of MicroPirani (left) and conventional Pirani gauges

to 10−4 mbar range. Above these pressures, the output is roughly logarithmic. Pirani
gauges are inexpensive, convenient, and reasonably accurate. They are 2% accurate
at the calibration point and 10% accurate over the operating range.

Thermistor gauge is a form of thermal conductivity gauge in which the temper-
ature-sensitive elements are made of semiconducting material instead of metal. Ther-
mocouple gauge is a thermal conductivity gauge which contains a heated filament
and a thermocouple for measuring the filament temperature as a function of gas pres-
sure.

The introduction of the solid state MicroPirani sensor (cf. Fig. 11.18) has estab-
lished new performance standards for thermal conductivity gauges. The microprint
is based on a 1×1 mm2 silicon chip construction where thermal conductivity is mea-
sured in a very small cavity where gas is passed by diffusion only and not by flow.
Compared to the well-known wire-based Pirani gauge, the solid state MicroPirani
sensor has the advantages of higher accuracy, wider measuring range, insensitivity to
mounting position, mechanical robustness, small dead volume and very fast response
to pressure changes. The measuring range of the Microprint is extended 1–2 decades
compared to traditionally Pirani gauges, and thereby can be used from atmospheric
pressure down in the high vacuum range of 10−5 mbar. Measuring accuracy of 10%
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is not unusual for a traditionally wire-based Pirani gauges. The high reproduction
of the solid state MicroPirani sensor element provides a measuring accuracy of less
than 5% of reading.

Capacitance Manometer Gauges

A capacitance manometer has a thin metal diaphragm separating an unknown pres-
sure from a vacuum or known pressure (see Fig. 11.19). The electrical capacitance
between the diaphragm and the fixed electrodes gives an accurate measurement of
the distance between them. Since this distance is determined by the deflection of
the diaphragm, which in turn is determined by the pressure of gas, the capacitance
can be converted into a reading of the unknown pressure. Capacitance manometers
measure pressure independently of gas or vapour composition. Because the pressure-
deflection-capacitance is directly related, this type of gauge may be classified as di-
rect reading.

Capacitance manometers are the most accurate devices for measuring the ab-
solute pressure (with very high vacuum on the reference side; the tube 4 is closed)
and differential pressure (with a known pressure on the reference side; tube 4 is
open). They measure all gases and materials that are vapours at the gauge’s operat-
ing temperature. Gauge heads are specified by their maximum pressure (atmospheric
pressure down to 1 × 10−1 mbar) and have a dynamic range approximately of 104.
Thin diaphragms can measure down to 10−5 mbar, while thicker diaphragms can
measure in the low vacuum to atmospheric range. To cover a wide vacuum range,
one can connect two or more capacitance sensing heads into a multi-range package.

The capacitance diaphragm gauge is widely used in the semiconductor industry,
because its Inconel body and diaphragm are suitable for the corrosive services of
this industry. They are also favored because of their high accuracy and immunity to

Fig. 11.19. Scheme and view of a capacitance manometer: 1 measured vacuum, 2 reference
vacuum, 3 diaphragm, 4 tube, 5 electrodes, 6 electrodes holder, 7 electrical feed through,
8 chemical getter (NEG), 9 shield
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contamination. Capacitance manometers commonly offer accuracies of 0.25%, while
high-accuracy products can offer 0.08%.

Spinning Rotor Gauges (SRG)

In 1968 Fremerey [8] developed a gauge with a freely rotating steel ball for the
measurement of the viscosity of the gas. According to Fig. 11.20, this steel ball was
suspended by permanent magnets and magnetic coils whose excitation current was
electronically adjusted. The ball was made to rotate by a special coil. After reaching
a desired frequency the excitation was stopped, and the remanent magnetism of the
ball induced an electric voltage in a coil, so that the frequency could be determined
electronically at intervals of time.

The viscosity and the pressure could be calculated from the decrease of the fre-
quency ν with time from

p = πρKrv̄

10αt
ln

ν(t)

ν(0)
, (11.12)

where r is the radius of the ball, ρK its density, ν(t) the frequency of the ball at time t ,
ν(0) the frequency at the beginning of the measurement, α the accommodation coef-
ficient and v̄ is the arithmetic average velocity of gas particles. The advantage of this
gauge is a simple construction of the sensor. It consists only of a flange connected
with a cylindrical tube closed at the end opposite to the flange and containing the
ball. The arrangement of the permanent magnets and the coils is a separate structure
fixed on the tube. The lower pressure limit is 10−7 mbar or lower, the upper pressure
limit is about 10−1 mbar. Due to the quantities α and ν being specific to the gas, the
pressure reading depends on the composition of the gas. The precision of this gauge
is so excellent that it can be used as a secondary standard for the calibration of other
gauges.

Crossed-field Ion Gauges (Penning Gauges)

These gauges are based on the gas discharge. In the usual mechanism, an atom (in a
gas molecule) is ionised in an electric field, the extracted electron and the ion travel
towards opposite electrodes and their kinetic energy serves to ionise more atoms cre-
ating an avalanche discharge. Therefore, the gauge needs a high voltage of up to

Fig. 11.20. Schematic diagram of a spinning rotor gauge (SRG)
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2 kV to generate a discharge between cathode and anode (Fig. 11.21). If the mean
free path of molecules is large, the chain reaction is not possible because of the
lack of partners. In the Penning gauge, the flight path of electrons is increased ar-
tificially by a strong magnetic field perpendicular to the electric field. Heavier ions
are deflected to a much lesser extent than the electrons and reach the cathode. The
ion current across the electric field is proportional to the pressure (Fig. 11.22). The
limits are 10−2 mbar where the normal gas discharge mechanism causes a much
larger electron current superimposed on the ion current and 10−7 mbar where the
mean free path becomes too long even for electrons forced on the magnetic de-
tour.

In crossed-field gauges (Penning gauges, cf. Fig. 11.21 and Fig. 11.22), the ion
current I+ and pressure p relationship follows the equation

I+ = K · pm, (11.13)

where m depends on the type of gauge and varies between 1. . . 1.4. However, m also
depends on the pressure and this makes the situation rather complicated for reliable
measurements. Generally, m is higher for lower pressures and may reach values up
to 2. Therefore, if in gauge controllers the relation for higher p is extrapolated to

Fig. 11.21. Schematic draw of cathode–anode arrangements (left) and cross-section of a Pen-
ning gauge (right) [5]

Fig. 11.22. Schema of Penning gauge (1 cathode, 2 anode) in measurement circuit
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very low pressures (<10−7 Pa), the gauge will indicate lower pressures than actually
present.

Emitting-Cathode Ionisation Gauges (Hot-Cathode Gauges)

The earliest ionisation vacuum gauges were simple triode vacuum tubes adapted
from early radio vacuum tubes. In ionisation gauges, electrons emitted from a hot
filament ionise the gases present in the tube, and these ions are collected on a collec-
tor to generate an electrical current proportional to pressure.

In the 1950s, Bayard and Alpert invented the inverted triode gauge, which min-
imized the effect of X-rays on the measurement and extended the measuring range
down into the ultrahigh vacuum range (<10−7 mbar). Driven by the needs of the
aerospace market in the 1950s and 1960s, the Bayard–Alpert gauge became the
workhorse and virtual standard for high vacuum measurements. By the 1980s, lim-
itations of these traditional gauges were becoming an impediment to the new and
rapidly growing semiconductor market (Fig. 11.23).

In emitting-cathode ionisation gauges, the ion current and pressure relationship
follows the simplified equation

I+ = C · p · I−, (11.14)

where I− is the electron emission current. The gauge sensitivity C depends on the
gas species. Attempts to correlate this gas specific sensitivity accurately with ionisa-
tion cross-sections fail due to other gas specific effects like ion capture probability,
dissociation effects and secondary electron generation. Values for relative ionisation

Fig. 11.23. Constructional drawing of hot-cathode ionization gauge, type IE414 (INFICON
AG)
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sensitivities (normalised for nitrogen = 1) presented in tables [9] can be applied
with some confidence while going from one gas to another, but the level of accu-
racy is only 10 to 20%. If higher precision is required, the gauges must be calibrated
individually and for the gas in use.

Combination of Vacuum Pressure Gauges

It is a long standing desire of vacuum system designers to be able to measure vacuum
pressure over the full range which can be generated with today’s vacuum technol-
ogy with one sensor. Unfortunately, physical principles employed in today’s vacuum
gauges make this goal unattainable. To measure a pressure from atmosphere down
to 10−10 mbar, one has to employ at least two different measurement principles.
For example, one can employ a Pirani gauge from atmosphere down to 10−3 mbar
and then switch over to an ionization gauge such as a Bayard–Alpert hot ionization
gauge. Traditionally this required two different flanges on the vacuum chamber and
two different vacuum gauge controllers. Recently, controllers have been integrated
with gauges, so that the gauges could be directly connected to a data acquisition sys-
tem. These integrated systems are called active gauges. Further, combination gauges
have appeared on the market, which combine different measurement technologies in
one flange attachment. A combination gauge saves cost for the original equipment
manufacturer since it reduces system requirements, such as the number of flanges

Fig. 11.24. The TripleGaugeTM sensor is a combination of three different sensors: a Bayard–
Alpert, a Pirani and a capacitance diaphragm gauge (CDG)
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and cables required together with data acquisition system coding and test time of
the system. Previous wide range combination gauges have limitations. One limi-
tation is that Pirani gauges above 10 mbar measure a pressure which depends on
the gas composition. This is particularly annoying during venting. If a heavy gas,
e.g. argon, is used to vent to atmosphere, the Pirani gauge will never display at-
mospheric pressure despite having already reached a pressure above atmospheric
pressure. This can lead to dangerous situations during venting process and is there-
fore a safety hazard. If venting is done with a light gas, e.g. helium, the gauge will
indicate a pressure above atmosphere, even though the actual pressure is still much
below atmospheric pressure. As a consequence, the vacuum chamber door can not
be opened.

For example, the TripleGaugeTM sensor presented here is an active combination
gauge eliminating the limitations of previous generations of combination gauges.
The TripleGaugeTM sensor has a large measurement range from 5 × 10−10 to
1500 mbar (13 decades). It combines three different measurement technologies in
one housing:

1. gas-type independent capacitance diaphragm measurement (CDG) for low vac-
uum (1 mbar to 1500 mbar),

2. heat loss measurement according to Pirani for medium vacuum (5 × 10−3–
10 mbar), and

3. Bayard–Alpert hot cathode ionisation measurement for high vacuum (5×10−10–
3 × 10−2 mbar). The TripleGaugeTM sensor head is depicted in Fig. 11.24.

The CDG provides gas type independent pressure measurement above 10 mbar, ideal
for load lock applications. The Pirani protects the hot filament of the Bayard–Alpert
gauge from premature burnout and bridges the pressure range between the Bayard–
Alpert and the CDG measurement range.

In the range between 1 and 10 mbar, the output is a mixed signal made from CDG
and Pirani signals. Based on the Pirani values, the algorithm decides when it is save
to turn on the ionization gauge. In the range from 5 × 10−3 to 5 × 10−2 mbar, the
output is a mixed signal made from Bayard–Alpert and Pirani (see Fig. 11.25).

The TripleGaugeTM sensor can be used for pressure measurement in semicon-
ductor process, transfer and loadlock chambers, in industrial coating, and also in
general vacuum measurement and control systems in the low to ultra-high vacuum
range. Its particular advantages are:

• TripleGaugeTM sensor (e.g. Typ BCG450) saves cost and tool space and reduces
the complexity of vacuum measurement installation and setup,

• Gas-type-independent pressure measurement above 10 mbar provides more reli-
able loadlock control for any gas-mixture,

• Pirani interlock protects the hot filament from premature burnout,
• Automatic high vacuum and atmospheric Pirani adjustment reduces operator in-

terventions,
• Differential pressure measurement at atmosphere eliminates uncertainty related

to atmospheric pressure changes,
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Fig. 11.25. Switching ranges of a TripleGaugeTM sensor (INFICON AG)

• Easy-to-exchange sensing element with on-board calibration data guarantees re-
producibility,

• Optional graphic display and Fieldbus interfaces available.

So far, the TripleGaugeTM sensor comes closest to the ideal vacuum gauge which
can measure any vacuum pressure with a single gauge independently of the gas type.

11.4.3 Partial Pressure Gauges

There are a number of different types of mass filter – mass spectrometer – that have
been considered for the analysis of the gases found in vacuum systems. All are based
upon the hot-cathode ionisation gauge, with the addition of some form of mass filter
placed between the ionisation chamber and the ion collector. The pressure range to
be considered is from approximately 10−4 mbar down to ultra-high vacuum. The
four instruments that have been responsible for the major share of the development
are:

• the magnetic deflection mass spectrometer,
• the Omegatron,
• the time-of-flight mass spectrometer,
• the quadrupole mass filter.

All have the advantages and disadvantages of hot-cathode devices (e.g. problems
due to filament outgassing) and all operate over roughly the same pressure range.
The quadrupole mass spectrometer is now well established as the instrument used
almost universally for partial pressure measurement (cf. Fig. 11.26). This spectrom-
eter can be considered as a hot-cathode extractor ionisation gauge with the addition
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Fig. 11.26. Overall scheme of the quadrupole mass spectrometer

of an electrostatic mass filter between the ion source and the ion collector. This filter
consists of a square array of circular rods approximately 6 mm diameter and be-
tween 100 to 150 mm length. Positive ions are injected parallel to the central axis
towards the ion collector. A filtering action is achieved by applying combined radio
frequency and dc potentials between opposite pairs of rods. The characteristics of the
filter can be controlled by small changes in the relative values of the radio frequency
and dc voltages and the mass range by changes in the frequency of the ac signal.
Care must always be taken when operating this mass spectrometer in an analytical
mode because of non-linearities caused by space charge and other effects which are
important, particularly in the injection region between the ion source and filter. Also
the filter is subject to loss of sensitivity over the long term, generally caused by con-
tamination from hydrocarbon impurities in the vacuum system. This is not normally
a problem in ultrahigh vacuum operation. Although almost all filters have been de-
signed to operate with relatively low voltages applied to the rods, alternative modes
are being considered which require distinctly high voltages or lower frequencies.

The determination of gas composition is also very important, and is typically
done with a compact mass spectrometer known as a residual gas analyser (RGA).
This produces a characteristic mass spectrum (see, e.g. Fig. 11.27). Most of the less
expensive RGA’s are based on a Quadrupole Mass Spectrometer (QMS), whose prin-
ciple is explained in Fig. 11.26. Higher mass resolution is obtained in more special-
ized Magnetic Sector instruments, which are typically attached to specialist facilities
for, e.g. cluster research or atom probe microanalysis.

Display and Interpretation of Spectra

Analog mode (cf. Fig. 11.27) provides a line graph representation of the acquired
mass spectrum (partial pressure vs mass number). The span, resolution and noise
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Fig. 11.27. Display view of a QMS: analog mode

floor can each be set. Scans can be single-shot, timed or taken continuously. Total
pressure is available in analogue and most other modes of operation.

Pressure vs time (cf. Fig. 11.28) presents a strip chart of partial pressures for
selected masses and provides a complete time history of data. Complete scrolling
and zoom control is available even while data is being acquired. This mode is most
often used for monitoring process trends.

Library mode contains a comprehensive list of gases that can be used to compare
against the current spectrum. A search mode allows the operator to select up to some
important masses and identify and display (numerically and graphically) the intensity
of all gases that contain these masses.

11.5 Vacuum Materials and Components

11.5.1 Material Properties for Vacuum Applications

Selection Criteria

The selection of materials for use in vacuum systems is a very important part of the
design and should be considered in view of application. Not only must the material
be capable of being fabricated into the required components but it must stand up
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Fig. 11.28. Display view of a QMS: partial pressures of different gases vs time

to the environmental conditions of temperature, pressure, and chemical attack, etc.
imposed on it by the vacuum processes, without limiting the attainable pressure that
is required.

Material Property Requirements

1. Mechanical Properties: The material must be capable of being machined and fab-
ricated. It must have adequate strength at maximum and minimum temperatures
to be encountered, and must retain it’s elastic, plastic, and/or fluid properties
over the expected temperature range.

2. Thermal Properties: The material’s vapour pressure must remain low at the high-
est temperature. Thermal expansion of adjacent materials must be taken into ac-
count, especially at joints.

3. Gas Loading: Materials must not be porous. Materials must be free of cracks
and crevices which can trap cleaning solvents and become a source of virtual
leaks later on. Surface and bulk desorption rates must be acceptable at extremes
of temperature and radiation.

Commonly Used Materials

1. Metals for the vacuum components:
Austenitic Stainless Steel is the most commonly used metal for high and ultra-
high vacuum systems, since it fulfills all of the requirements above. Stainless
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steel material 1.4306 (U.S. 304) are chosen most frequently for satisfactory
argon-arc welding. Stainless steel is relatively economical, has acceptable out-
gassing rates, and can be fabricated easily.
Aluminum and Aluminum Alloys are very cheap, easy to machine, and have
a low outgassing rate as long as the alloy does not have a high zinc content.
They have the disadvantage of low strength at high temperatures and high dis-
tortion when welding. Alloys with copper content also present welding prob-
lems. Aluminum that will be exposed to vacuum should never be anodized due
to serious outgassing problems. There are also some potentially violent chemi-
cal reactions that can develop when cleaning freshly machined Aluminum with
Trichloroethane or Trichloroethylene based vapour degreasers.
Mild Steel may be used down to about 10−3 mbar or lower if plated. High per-
meability to hydrogen and possible rusting make this material unsuitable for
ultra-high vacuum applications.
Oxygen Free High Conductivity (OFHC) Copper is easily machined with good
corrosion resistance and is widely used for vacuum applications. It is not gener-
ally used for vacuum envelopes that require baking due to possible heavy oxida-
tion, scaling, and the difficulty of brazing in a hydrogen atmosphere.

2. Metals used in demountable seals:
Copper Rings are commonly used for high and ultra-high vacuum applications.
Conflat flanges (CF) use a copper ring compressed between two knife edges, are
bakeable to 450◦C, and are widely used.
Aluminum Wire Rings are very cheap and bakeable to 200◦C.
Indium Wire can be used between flat flanges. It is very soft and continues to
flow after initial tightening.
Gold wire is often used for ultra-high vacuum seals between flat surfaces and can
be baked to 450◦C. Gold is somewhat easier to recycle than Indium, offsetting
it’s high initial cost.
Swagelok, Tylok, and other Proprietary Brand Seals are now widely used. The
manufacturer’s directions for each brand of seal must be followed to the letter.
Never mix one brand of seal with another – mating surfaces will most likely be
cut at different angles and they will not be compatible. Mating components of
the various seals should also be of the same metal, e.g. don’t use brass ferrules
on stainless steel fittings and vice versa.

3. Plastics: Generally, the use of plastics should be kept to a minimum due to their
high gas permeability and high desorption rates compared with metals, glass and
ceramics. In spite of this, plastics are often used in low vacuum systems because
of their insulating properties, elasticity, and price.

4. Ceramics: Fully vitrified electrical porcelain and vitrified alumina are excellent
insulator that have a low outgassing rate, low gas permeability, and can be used
to 1500◦C. There are also some machinable ceramics available. All ceramics are
brittle and must be handled with care.

5. Glass: Borosilicate Glass is often used for small systems and viewing windows.
Glass can be obtained as components from stock, is easy to fabricate into com-
ponents, and has high corrosion resistance.
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Table 11.2. Outgassing rates of different materials [9]

Material: Outgassing Material: Outgassing
Various steels ratea Nonferrous metals ratea

Mild (ingot) steel 540 Aluminiumb 6.3
Mild steel, slightly rusty 600 Aluminium, treated
Steel, de scaled 307 in various ways 4.1 . . . 6.6
Steel, chromium-platedb 7.1 Duraluminium 170
Steel, chromium-platedc 9.1 Gold, wireb 15.8
Steel, nickel-platedb 4.2 Copperb 40
Steel, nickel-plated 2.8 Copperc 3.5
Steel, nicladb 8.3 Copper, OFHC 18.8
Stainless steel 90 . . . 175 Copper, OFHCc 1.9
Stainless steelb 13.5 Brass 400
Stainless steel, blast-cleaned 8.3 Molybdenum 5.2
Stainless steelc 1.7 Titanium 4 . . . 11.3
Stainless steel, electropolished 4.3 Zinc 220

a All data in 10−9 mbar s−1 cm−2

b As produced
c Mechanically polished

6. Glass to Metal and Glass to Ceramic Seals: None of the above are suitable for
glass to metal seals, which are usually made of Inconel or Kovar. These mate-
rials are very difficult to machine, very expensive, and best bought as parts of
components from vacuum equipment suppliers.

Materials that should not be used in vacuum: Cadmium Plating, often used for small
screws, must be avoided for vacuum applications due to some really nasty outgassing
problems. Small screws used in the chamber can be nickel-plated brass or plain cop-
per, and should be drilled or relieved (i.e. file off one side of the threaded area) to
prevent virtual leaks. PVC Insulated wire generally has a high outgassing rate and
should be replaced with Teflon insulated wire. Paint is a common source of out-
gassing and virtual leaks. In general, the choice of metals becomes more and more
limited the lower the pressure in the vacuum system is required to be. For UHV
chambers only stainless steel, copper and gold are appropriate. Table 11.2 shows the
outgassing rates of different materials related to the surface area (desorbed mole-
cule flow rate density) after a pumping time of one hour. The preceding material
overview is by no means complete, but it’s a basic orientation. More details are
in [2–6].

11.5.2 Component Standards and Constructions

Pumps, chambers, and gauges are joined by flanges, tubes, bellows, and valves, all
of which must be vacuum tight, made with low partial pressure materials, and have
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Table 11.3. Selected vacuum components with different flanges and corresponding photos,
drawings and symbols

Vacuum Photo view Constructional Graphic symbola

component drawing

Adapter Nipple
CF/ISO-K

Adapter Nipple
CF/KF

T-Pieces,
DN 40 CF

4-Way Cross,
DN 40 CF,
2 flanges rotable

a All standard graphic symbols can be found in [10]

clean, smooth surfaces. Each is tightened with seals made of elastic and deformable
material, whose choice is governed by partial pressure and permeation.

In medium- to high-vacuum systems the O-ring is the common seal, which has
elastic properties and fills small irregularities. O-rings are used in systems whose ulti-
mate pressure is higher than 10−7 mbar. O-ring permeation is larger (≈10−8 mbar l/s)
because of voids between the polymer chains; and thus for UHV systems aluminium,
indium, or gold ring seals, or standardized flanges (“conflat”; CF flanges) with cop-
per rings are used (cf. Table 11.3).

11.5.3 Cleaning Procedures

Experience shows that in order to achieve all but the most modest levels of vacuum, it
is necessary to clean vacuum vessels and components in some way. This is because
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Table 11.4. Simple cleaning procedures

Pressure range Procedures
1 bar Hot water wash

Swab or wash with detergent
1 mbar Wash in hot aqueous detergent
10−6 mbar Ultrasonic wash in aqueous detergent

Rinse with hot pure water
10−9 mbar Ultrasonic wash in hot solvent

Rinse with hot pure water
Vacuum bake at 250◦C

as far as vacuum is concerned, the world is a dirty place! In general, vessels and
components will have been machined, worked in some way or another, or handled.
Such processes may use greases or oils which have high outgassing rates or vapour
pressures and will remain on or in the surface. Marking pens and adhesive tapes
leave residues on surfaces that can also enhance outgassing. Water, solvents and
other liquids can remain embedded in cracks or pores in a surface and can outgas
over long periods. All such contamination can limit the base pressures attainable in
a system.

In general terms as far as vacuum is concerned, we define contamination as any-
thing which

• prevents the vacuum system from reaching the desired base pressure,
• introduces an unwanted or detrimental species into the residual gas, and
• modifies the surface properties of all or part of the vacuum system in an undesired

way.

For example, at room temperature, a pool of liquid mercury in a vacuum system will
limit the base pressure to about 2 × 10−3 mbar, its vapour pressure. If the system
were required to operate at, say 10−5 mbar, the mercury would be a contaminant.

There is no one cleaning process which is “right” for all vacuum systems, vessels
or components. Some of the things which will need to be taken into account are as
follows:

• the level of vacuum required (rough, high, UHV, etc.),
• if there is a particular performance requirement (e.g. low desorption),
• whether there is a particular contaminant (e.g. hydrocarbons) whose partial pres-

sure must be minimized,
• what materials the items are made from,
• how the items are constructed,
• safety,
• cost.

Table 11.4 illustrates in a very schematic fashion some typical common cleaning
processes which would be used in sequence. To use this table, select the approxi-
mate pressure required and then apply all the processes in order from the top to the
level corresponding to the pressure required. It should be noted that there is a lot of
different “recipes” in the literature and in the folklore of vacuum.
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11.6 Leak and Leak Detection

11.6.1 Introduction

Leak detection is one of the most important but sometimes one of most tedious and
frustrating aspects of vacuum technology. No vacuum apparatus or plant is absolutely
vacuum-tight and, in principle, does not need to be. Important is that the leak rate
is comparatively small and so does not influence the required working pressure, gas
content and ultimate pressure in the evacuated vacuum system. Hence it follows that
the requirement with regard to the tigthness of a vacuum system is stricter the lower
the required pressure.

In order to comprehend leaks or leakages quantitatively, the physical quantity of
leak rate has been introducted. Its symbol is qL and its unit in vacuum technology
mbar l s−1. This means that the leak rate qL amounts to qL = 1 mbar l s−1 if in a
closed vacuum system of 1 l volume the pressure increased during one second by
1 mbar.

11.6.2 Leak Testing Methods

There are several leak detection techniques to choose from, the following being es-
pecially suitable for use in vacuum systems for production of vacuum electronic
devices:

• measuring pressure rise in vacuum systems with vacuum gauge,
• measuring rest gas composition in vacuum system with mass spectrometer,
• specific gas detection testing with helium leak detectors (see next section).

The method of testing a vacuum system depends on the size of the leakage, on the
tightness aimed at and also on whether the apparatus is of metal or glass.

Before beginning the actual leak searching, information on the size of the leak-
age present should be obtained. This is given by the pressure rise method. For this,
the valve on the pump side of the vacuum system is closed (Fig. 11.29, left). Then
the time is measured during which the pressure rises by a given amount (about ten
times). The valve is open again and pumping continued for some time, then the pro-
cedure is repeated. If the time for the pressure rise remains constant, a real leak
is present, provided that the waiting time between the separate pressure-rise experi-
ments was sufficiently long. If the pressure rise becomes smaller, it is probably due to
gas evolution from the inner surface. From the course of the pressure-rise curve one
can attempt to distinguish between leakage and contamination. On a linear scale, the
pressure-rise curve remains linear, even for high pressures. If the pressure rise is due
to gas evolution from walls, the pressure rise becomes gradually smaller and tends
to a limiting value. Usually, both cases arise simultaneously, so that a separation
between the two sources is often difficult. The relations are sketched in Fig. 11.29
(right).

If the rise in pressure is due to a genuine leak and if system volume is known,
then the leak rate qL can be determined quantitatively on the basis of the pressure
rise through time using (11.15).
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Fig. 11.29. Vacuum scheme (left) and pressure rise through time in a vacuum system without
the pump connection (valve closed): 1 pressure rise due to a leak; 2 pressure rise due to other
phenomena (evaporation, outgassing, desorption); 3 superposition of 1 and 2

qL = Δp

Δt
V. (11.15)

Generally, in high vacuum systems the following values apply:

• total leakage qL ≤ 10−6 mbar l s−1: vacuum system is very leak-tight,
• total leakage qL ≈ 10−5 mbar l s−1: vacuum system is adequately leak-tight,
• total leakage qL ≥ 10−5 mbar l s−1: vacuum system not leak-tight.

Hence, from (11.15) the end pressure pend of vacuum system is given by

pend = qL · S−1
eff . (11.16)

Naturally, an improvement of this pressure, in case it is unsatisfactory, can be
achieved by the use of a larger pump with higher effective pumping speed Seff. A de-
sired increase in Seff depends in practice on economic and constructional considera-
tions. It is easier to find and then to delete the real leak.

11.6.3 Helium Leak Detectors

The most sensitive and reliable leak detectors are mass spectrometer helium leak de-
tectors. The mass spectrometer (see Fig. 11.30) consists of the ion source (1 to 5)
and the deflection system (6 to 11). In the ion source neutral gas molecules become
ionized through electron impact. The ion beam passes through the slit (5) and enters
the magnetic field (7) with a definite energy. In the magnetic field the ions are de-
flected in circular path, the radius being small for small masses (M < 4) and greater
for larger mass (M > 4). By correct adjustment of accelerating voltage and magnetic
field strength, the ions of mass 4 (helium) describe a quarter circle of defined radius
so that they pass through the diaphragm (6) and thus arrive at the aperture of the
electronic lens (8).
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Fig. 11.30. Schematic diagram of a double focusing mass spectrometer as used in helium
leak detector. Legend: 1 flange to the ion source unit, 2 cathodes, 3 anode (heated), 4 shield
tube, 5 diaphragm (also used as ion collector for measuring total pressure), 6 intermediate
diaphragm , 7 magnetic field, 8 cylindrical condenser, 9 diaphragm, 10 ion collector, 11 flange
of the deflection unit

Fig. 11.31. Schematic diagram of vacuum leak testing using a helium leak detector in partial-
flow operation (A) and using a helium sniffer (B)

Vacuum Leak Testing Using Helium Leak Detectors

Figure 11.31(A) shows the setup for a vacuum system to which a helium leak de-
tector is connected for testing in partial-flow operation. A metering valve is used
to limit the sub-stream directed to the leak detector to the maximum permissible
flow of test gas for the leak detection process. Leak testing is undertaken in two
phases:

1. Calibration: A “test leak” with a known leakage rate is used to determine both
the detector’s response threshold and the maximum response time for the overall
system – the helium leak detector and the vacuum system itself. The test leak
should be installed as far as possible from the detector.

2. Measurement: Helium is sprayed from the outside around any suspicious points
on the vacuum container. If a leak is present, helium will enter the system and
will be sensed by the detector.



11 Vacuum Technology 517

Vacuum Leak Testing Using a Helium Sniffer

When operating in the low vacuum range, it is possible to conduct leak tests to locate
larger leaks without having to make any connection to the vacuum circuit and with-
out having to interrupt production. In this case a helium leak detector with a helium
“sniffer” is used, the probe tip of which submerged in the stream of discharged gas.
The “sniffer” used in leak detection is a probe which draws in small quantities of
gas and forwards it to the mass spectrometer of a helium leak detector to check for
traces of helium. As in partial flow vacuum testing, helium is sprayed around those
points which are suspected to be leaking, cf. Fig. 11.31(B). If helium enters the sys-
tem it will be moved to the process vacuum pump and will appear in the discharge
line. A helium concentration of just 5 ppm in the exhaust gas will trigger a clear leak
indication. The presence of a liquid product poses no problem; it will be penetrated
by the helium.

11.6.4 Leak Testing of Vacuum Microelectronic Devices

A pressure/vacuum method of leak detection is used for testing hermetically sealed
devices containing a small cavity which evacuated (or may be gas-filled). The de-
vices to be tested (e.g. X-ray tubes, field emission displays and other vacuum micro-
electronic devices) get in a pressure chamber exposed to the search gas, preferably
helium. During an exposure time of up to several hours at a high search-gas pressure
(5 to 10 bar), search gas will penetrate through any leaks present into the test ob-
ject. This part of the process is referred to as “bombing”. After such pressurizing or
“bombing” the objects are tested for search gas emission in a vacuum chamber, fol-
lowing the same procedure as in the vacuum hood test described above. Test objects
having a coarse leak may loose their inner search gas concentration during pump
down of the vacuum chamber. This is why in many cases a bubble leak test (leaks
are indicated by the appearance of bubbles in the liquid) is made prior to the test in
the vacuum chamber. This method permits the detection on the smallest leak rates
and is preferably used for industrial scale automatic leak testing, especially of com-
ponents, which cannot be gas-filled by other means.

11.7 Examples of Vacuum Systems

11.7.1 UHV System for Field Emission Characterisation

For field emission investigations a UHV setup was developed [11]. The vacuum
components of the main system (field-emission measurement chamber) are stain-
less steel components with standard DN40 CF (Conflat) flanges. In the vacuum
chamber a base pressure in the 10−8 mbar range (without baking) is reached us-
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Fig. 11.32. Experimental ultrahigh vacuum (UHV) setup for field-emission investigations

Fig. 11.33. Experimental set-up for cathode–anode distance control (diode system)

ing a turbomolecular pumping system consisting of a turbomolecular drag pump
and diaphragm pump (Fig. 11.32). The total pressure in the main chamber is de-
termined by a Bayard–Alpert ionization gauge, while the partial pressures were de-
termined by a quadrupole mass spectrometer (QMS) of the residual gas analyzer
type.
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Fig. 11.34. Current–voltage curves and Fowler–Nordheim plots for electron field emission
of CNT buckypaper showing dependence on emitter–anode distance (hemispheric anode of
stainless steel) in diode structure

A second total pressure measuring system makes possible a full range vacuum
pressure control. The gas inlet system used for the investigations of field emission
and residual gas interactions is differentially pumped by a rotary vane pump. With the
help of a piezo-element system with a distance controller the anode–cathode (emit-
ter) distance can be adjusted in the range of 1. . . 8 μm. The setup is shown schemat-
ically in Fig. 11.33. Furthermore, a precise UHV manipulator or special spacer are
used to realize distances over 8 μm (e.g. 20, 40, 100 μm).

To investigate the emitter properties of Carbon Buckypaper, the emission current
is measured between emitter (cathode) and ground potential. The measuring pro-
cedures are carried out as follows. The amplitude of the applied voltage (between
anode and ground potential) is increased incrementally in 1 V steps (every second),
starting from ground potential up to a programmed maximal value. The field emis-
sion measurement is controlled by a real-time graphical display with the opportunity
of operator interventions. Nevertheless, a constant anode voltage is applied for long-
term field emission stability measurement (Fig. 11.34).

Automated data acquisition and control are accomplished with LabView data
acquisition software using the IEEE-488 interface bus. Important parameters are
vacuum pressure, gas flow and composition, and emission parameters. Additional
a digital video camera with a framing time of 40 ms is used to record all optical
activity (luminescence and discharge) in the emitter–anode distance. An oscillo-
scope is used to monitor the time-profile of the current and voltage during micro-
discharges.
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3D analysis, see also three-dimensional
analysis 235

3D rapid prototyping 245
β-function 373
π -mode 56, 362

A
Abbe’s law 106
aberration 159, 214

coefficient 160
absolute pressure 500
absorber 401
absorption 308, 345, 487

coefficient 306, 346
cross-section 306

AC memory type dot matrix display 112
accelerating voltage 239
accelerator 232

collider 365
structure 362
vacuum system 357, 387, 394, 403

accelerator mass spectrometry (AMS) 236
acrylic layer 108
active cathode surface 446
active gauge 504
Adler relationship 5
adsorption 487, 494
alkali based emitter 449
alkali based photo cathode 450
alkali metal dispensers (AMD) 469
alkaline earth metals 478
alkaline earth oxides 477
alternating gradient focusing 373
amplifier 1, 6, 46

channel 132, 153
harmonics 52
large gain 3
three stage image 139

amplitron 59

analogue display 91
analogue grey scale generation 95
anisotropic astigmatism 159
anisotropic coma 159
anisotropic distortion 159
anode 5, 11, 43, 55, 57, 60, 118, 156, 164,

409, 429, 433, 475, 493, 502, 516, 518
current 5
dark current 133
efficiency 286
potential 60
surface 413
voltage 11, 102, 118, 433, 461, 463

anodic bonding 470, 473
anticorona ring 19
aperture 157, 217

lens 164
Applegate diagram 14, 38
arc

constriction 411
movement 409, 410
stability 409
welding 174

aspherically polished X-ray mirror 348
astigmatism 157, 162, 206
atomic absorption 338
atomic absorption spectroscopy 338
Auger

effect 343
electron 207
electron emission 189

avalanche cold cathode (ACC) 450, 463
axial aberration 191
axial astigmatism 159, 214
axial chromatic aberration 191, 214
axial electron gun 174
axial gun 181
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axial magnetic field (AMF) 411, 417, 419,
420

arc 413
contact 411, 412, 419, 426

axial output coupling 71
azimuthal electron bunching 62
azimuthal phase bunching 64

B
Ba based thermionic cathode 449
Ba getter 492
Ba-dispenser cathode, see also I cathode

439
back-scattering coefficient 172
backscattered electron detection 174
backscattered electrons (BSE) 206
backward wave amplifier 52
backward wave oscillator (BWO), see also

carcinotron 2, 52
M-type BWO (MBWO) 2, 53, 54, 60
O-type BWO 53, 54

ballistic electron emission 465
bandwidth 1, 6, 12, 22
BaO evaporation 446
barrier junction target 147
Bayard–Alpert gauge 394
beam

aperture 172
deflecting system 143, 145
deflection 174, 181, 200
density 364
diameter 239
dynamics 369
efficiency 43, 44
emittance 369
focusing system 143, 145
lifetime 379, 380
loading conductance 16
power efficiency 29, 43, 295
screen 400
transport 250, 254

self-pinched 259
vacuum chamber 401
vacuum system 393, 397

beam forming region (BFR) 107
beam-gas lifetime 383
bending magnet 401
Bernas source 248
betatron 363

accelerator 364
tune 374

bipotential electron gun 102
bipotential lens 102
black body radiation 303, 335
blended-light-lamp 333
bone densitometry 349
borosilicate glass 510
breaking capacity 414
Bremsstrahlung 179, 344

interaction 381
Brewster angle windows 72, 310, 311
brightness 168, 170

efficiency 107
brilliance 369
Brillouin flow 32
bulk desorption rate 509
buried layers 252
Busch theorem 8

C
candescent emitter 458
capacitance manometer 500

gauge 500
carbon nanotube (CNT) 125, 451, 456, 461

emitter 277
FED 462

carcinotron 3, 60
cathode 20, 30, 55, 57, 118, 122, 155, 164,

430, 493, 502, 506, 516, 519
auxiliary 167
boride 446
borided tungsten 438
cold 4, 58, 60, 82, 451
cold field emission 454
emission 9
hot 24, 503, 506
lanthanum hexaboride 448
long-life 436
material 456, 461, 493
nanotube 463
ray 184, 429

oscilloscope 155
rod 166
surface 10, 26, 29, 33, 436, 477
thermal 168, 171
virtual 433

cathode ray tube (CRT), see also electron
beam tube 85, 86, 100, 492

monitor 91
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ceramic window 35
cesium 272, 278

ions 272
CF flange 512
channel implants 249
channel multiplier 136
channel plate 136, 137, 140
channel secondary electron multiplier 134,

135
channeling 246, 247, 250, 252
character display 88
Chebyshev step transformer 35
chemically amplified resists (CAR) 193
Cherenkov radiation 315
Child–Langmuir law 11
chopping current 414, 416
chromatic aberration 159, 160, 210
chromatic aberration coefficient 166
circuit editing (CE) 237, 243
clean metal work function 434
coaxial electrode 55
coaxial magnetron 3
coaxial output transition 35
Cockroft–Walton generator 357
coefficient of spherical aberration 214
coherent radiation 63, 357
cold bore vacuum system 393, 399
cold field emitters 168
collector 3, 19, 24, 60, 506

efficiency 39, 41, 43, 44
collider 370
colloid thruster 272
colour 96

capability 95
rendition 327, 331

coma 162
combination gauge 504
compression ratio 496
Compton effect 346
Compton scattering 384
computer-controlled vacuum interrupters

(CCVI) 426
condenser aperture 211
condenser lens 165, 211
conflat flange 512
conical hollow beam 293
contact stroke 410, 412, 416, 423
contact welding 414
continuous flow 485

continuous wave (CW) tubes 1
contrast ratio 93, 94

of the screen 108
convergence factor 26
corona discharge 342
correcting lenses 162
coupling coefficients 16
coupling factor 57
critical dimension (CD) 193, 238
critical energy 377
cross-field amplifier (CFA) 2, 47, 55, 58,

61
cross-linking of polymers 202
cross-over projection method 171
crossed-field ion gauge, see also Penning

gauge 501
crossover 102, 166, 171, 206, 211
cryopump 491
crystal damage 247
Cs on W 449
CsAu compound 450
CTEM 160, 216
curing of laminate materials 202
curing organic materials 198
current 407

amplification 136
density 9, 239, 324, 413
limitation 40

Cutlers beam 36
cutoff wavelength 361
CVD carbon nanotube gated cathode 461
CVD-diamond window 71
cyclotron 359

classical 359
frequency 359
harmonic operation 66
interaction 65

cyclotron autoresonance maser (CARM)
67, 68

D
damping time 378
dark current 147
de Broglie wavelength 355
deactivation curves 203
deceleration 4, 27, 37, 251

zone 37
decoding matrix 141
deep space communications 81
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deflection 157
aberration 163
amplifier 90
angle 104, 157, 186
astigmatism 157
coils 157
coma 157
error 164
field 163
sensitivity 157
system 195, 216

delay line 27
comb line 34
counter wound double helix 34
coupled cavity 34
helix 33
interdigital line 34
ring and bar line 34
system 33

Delta gun 108
depressed collector 29, 71
depth profiles 247
depth profiling 236
depth resolution 233
desorption, see also outgassing 486, 487,

509, 515
yield 384

detection of THz radiation 322
deuterium lamp 335, 336
diamond cathode 460
diamond hopping electron emitter 459
diaphragm pump 489
dielectric barrier discharge (DBD) 341
dielectric strength 414, 415, 420, 423
differential pressure 500
differential pump 494
diffraction 308

aberration 162
error 159

diffuse AMF arc 413
diffuse burning arc mode 411
diffusion 493, 494, 499

pump 483, 490
rate 493

digital display 91
digital grey scale generation 95
digital mirror devices (DMD) 95
dipole magnet 372
directed vapor deposition 155

discharge 265, 266, 307, 324, 450
chamber 265
channel 279, 283, 291, 312

dispenser cathode, see also film cathode
10, 166, 436, 477

dispersion diagram 65, 67
display quality 93
dissociative recombination 338
distortion 157
divergence 376
doping 246, 249
Doppler effect 65
Doppler shift term 63, 67
double deflection system 206
double focusing mass spectrometer 516
dragfree satellite 274
drilling 171

rate 177
systems 166

droplet sprayer 272
dual potential test method 221
Duane–Hunts law 344
ductility 436, 475
duoplasmatron 165
dynamic astigmatism 107
dynamic pressure 385
dynamic SIMS 235
dynamic vacuum 383
dynode 132, 134

E
e-beam 156, 172, 179, 192

accelerator 189
disinfection 188
evaporation 156, 181
fusing 178
glowing 178
hardening 178
high rate evaporation 182
liquid phase processes 178
machining 171
melting 166, 188
probing system 220, 221
scanner systems 189
sterilization 188
treated surface 181
welding 156, 163, 166, 168, 174, 175
writers 195

Ebsicon 148
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effective contact surface 410, 412
effective ion beam angle 295
effective work function 443
efficiency 1, 12, 18, 46, 70, 72, 99
Einstein coefficients 304, 306
Einstein equation 128
Einstein’s equivalence principle 274
Einzel lens, see also bipotential lens 102
elastic scattering 343, 380
electric deflection system 131
electric electron lens 131
electric propulsion (EP) 288
electrical charge distribution 146
electrical lifetime 421, 422, 424
electrical visible light sources 322
electrically charged quartz filament 152
electro chemical machining 176
electro discharge machining 176
electro welding, see also arc welding 174
electro-magnetic interference (EMI) 98
electron beam 4, 24, 59, 79, 92, 101, 130,

131, 139, 145, 146, 149, 241, 313
electron beam cold-hearth refining (EBCHR)

185
electron beam collector 39
electron beam curing (EBC) 199, 200
electron beam drilling machine 177
electron beam drip melting technology 185
electron beam (EB), see also e-beam 155,

156
energy recovery 79
melting (EBM) 185
photo mask 198
projection (EBP) 195
spectroscopy 218
treatment 205

electron beam-induced deposition (EBID)
195, 198, 456, 457

electron beam-induced etching (EBIE) 195
electron beam-induced processes (EBIP)

188, 195, 198
electron-beam drilling 156
electron-beam lithography 157, 191, 192,

195
electron bombardment ion thruster (EIT)

269, 289
electron bombardment ionisation principle

265
electron bunching 4, 13

electron cyclotron frequency 63
electron cyclotron heating (ECH) 72
electron cyclotron maser (ECM), see also

gyrotron 62
applications 49

electron emission 429, 450, 452, 467, 473
cooling effect 434
current 503

electron energy loss spectroscopy (EELS)
218

electron gun 4, 24, 60, 102, 144, 165, 166,
171, 211

electron lens 159
electron linear accelerator 81, 399
electron microscope 156, 209, 214
electron optical lens 164, 217
electron optical system 161
electron optics 128, 131, 155, 157, 164,

191
electron plasmon excitation 189
electron source 429, 449, 451, 456, 473,

477
electron spatial density modulation 15
electron storage ring 379
electron–positron collider 78
electronic counter measurement (ECM) 25
electrooptical high-speed shutter 139
electrostatic collector 41
electrostatic deflection 86, 103, 146

field 157
electrostatic Einzel lens 162
electrostatic focusing 170
electrostatic lens 140, 192
electrostatic microscope 165
electrostatic scanning 248
emission current 430, 434, 452, 453, 463,

466, 519
density 10, 168, 430, 437, 438, 441,

442, 454, 461, 466
emission display 517
emission of electrons 9, 10
emission spectrum 107, 336
emissive displays 87
emittance 369
emitter materials 477
emitting-cathode ionisation gauge, see also

hot-cathode gauge 503
energy contamination 251
energy dispersive spectroscopy (EDS) 218
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epoxy bonding 471
equilibrium emittance 371
equivalent noise input 133
erasing discharge 115
European Space Agency (ESA) 286
European Space Research and Technology

Centre (ESTEC) 272
eutectic bonding 473
evaporable getter (EG) pump 492
evaporation 156, 169, 171, 200, 436, 490,

515
rate 469

excimer laser 311, 313, 340, 342
tube 312

excimer light source 338
excitation energy 305, 328, 335
excited dimer 311
extended interaction klystron (EIK) 50
extended interaction oscillator (EIO) 50
external photoelectric effect 127
extraction aperture 165
extreme ultra violet lithography (EUVL)

193
extreme UV (EUV) 335, 348
extremely ultrahigh vacuum (XHV) 485

F
far infrared (FIR) 317
far ultraviolet (FUV) 334
Faraday cup 251
fast wave circuit 62
fast-wave device 61
ferroelectric electron emission 467
field electron emission 454, 460
field emission cathode 451, 457
field emission current density 415
field emission display (FED) 87, 122, 451,

452, 464
field emission electric propulsion (FEEP)

272, 274, 278, 288, 296
field emission microscope 156
field emission SEM system 209
field emitter array (FEA) 457
field evaporation 273
field-emission measurement chamber 517
filament temperature 499
film cathode 436
finite element method 158
fixed target 365

flat diode lamp 463
flat panel display (FPD) 85, 89, 91
flicker 90, 122
fluorescent coating 326
fluorescent lamp 325, 326
fluorescent screen 139
focal length 155, 159, 165
focused ion beam (FIB) 236, 237, 245,

273, 457
focusing coil 145
focusing magnetic lenses 174
focusing system 27
FODO lattice 373
folded waveguide 54
frame rate 90
frame time 89, 99
free electron laser (FEL) 62, 315, 317,

356, 368, 403
pulse 316

free-electron maser (FEM) 62, 70, 78
amplifier 79
oscillator 79

Fresnel zone plate 348
fusion bonding 471, 473

G
gain 1, 12, 18, 27
Gamma camera 141, 153
gas

discharge 164, 501
laser 307
loading 509
poisoning 430, 439
pressure 485, 499

gaseous discharge (plasma) 324
gaseous propellant 289
gauge 497

sensitivity 503
Gaussian mode 72
Gaussian phase space distribution 375
Geiger–Mueller counter 150, 219, 346
Geiger–Mueller mode 150
Geißler tubes 429
geometrical aberration 159, 161
geometrical electron optics 155
getter 438, 472, 492

material 469, 472, 474, 493
glass frit bonding 471, 473
glow discharge device 340
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grey scale 94
grid ion thruster (GIT) 288
grid voltage 118
gridded electron gun 3
gyro-amplifier 74
gyro-backward wave oscillator (gyro-BWO)

66, 68, 78
gyro-klystron 66, 75, 76
gyro-travelling wave tube (gyro-TWT) 66,

68, 69, 75
gyro-twystron 66, 75, 77
gyrotron 4, 62, 66, 70, 72

cathode 10
oscillator 66, 67, 72, 75
for industrial applications 74

H
hairpin cathode 167
Hall effect thruster (HET) 278, 288
halo implants 252
harmonic frequency gyrotron 67
Hartree line 58
head-up-displays (HUD) 111
helium leak detector 516
helium sniffer 517
helix 27
helmet-mounted-displays (HMD) 111
HERA accelerator 356, 366
hibachi foil 314
high current cathode 171
high efficiency multistage plasma thruster

(HEMP-T) 288, 293
high energy ion scattering (HEIS) 236
high energy linear induction accelerator

(HELIA) 254
high pressure gauge 394
high resolution 102, 105, 121

electron microscope 210
lens 159

high voltage vacuum breakers 423
high voltage vacuum interrupter 424
high-power electron gun 184
high-pressure discharge lamp 324, 329
high-pressure mercury lamp 330
high-pressure sodium lamp 329
highly relativistic beam 67
HIP cathode 446
hollow cathode arc activated (HAD) 184

hollow cathode lamp 338
hollow ion beams 292
hollow-cathode neutralizer 266, 280, 281,

291, 293
Holweck stage 497
homogeneous excitation 311
hopping electron cathode 465
hot-cathode gauge 503
Hull parabola 58

I
I cathode, see also Os/Ru coated impregnated

(I) cathode 431, 439, 476
ideal gas law 484
ideal quadrupole field 372
image amplification factor 139
image converter 139
imaging 233

lens 210, 216
SIMS 235

imperfection aberration 163
impuls per propellant weight 294
impulse rise time 136
In-Line gun 108
in-vacuum undulator 402
incandescent lamp 322, 323, 436
indium thruster 273
indium tin oxide (ITO) 144
induction linac 79
inductive output tube (IOT) 3, 22
inelastic scattering 343, 381, 383
inertial confinement fusion (ICF) 179
inertial fusion energy (IFE) 313

requirements 254
infrared focal plane array technology 319
inorganic scintillator 137
integrated sputter ion pump 392
interaction efficiency 5, 20, 27
interaction of beam energy 4
interaction process within magnetron 56
interference telescope 274
International Linear Collider (ILC) 363,

367
interrupting capability 409, 410, 413, 419,

425
interrupting current 410, 419, 425
ion beam 242

analysis 232
energy distribution 281
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ion bombardment (IB) 430, 440
resistivity 441, 443

ion current 409, 502, 503
ion emitter array 277
ion implantation 238, 247
ion implanters

batch 248
high-current 251
ultra-low energy 250

ion laser 310
ion scattering spectroscopy (ISS) 236
ion source 237, 248

contaminants 258
field emission 258
space charge limited 258

ion-induced deposition process 240
ion-induced desorption 385
ionisation

chamber 150, 151, 506
constant 345
dose 345
efficiency 295

iron yoke magnet 361, 399
ISM applications 81
isochronous cyclotron 359
isotropic astigmatism 159
isotropic coma 159
isotropic distortion 160

K
klystron 2, 12, 14, 47, 48, 74

amplifier 12
cavity 15
reflex 3
tunable 3
two cavity 50

Knudsen flow 486

L
L-cathode 431
LaB6 evaporation rate 447
LaB6 rod cathode 168
ladder circuit 51
laminar flow 485
lanthanated molybdenum (LM) cathode

438
Laplace equation 8
large electron-positron collider (LEP) 376,

385

vacuum chamber 392
Large Hadron Collider (LHC) 367
large signal operation of the TWT 37
light amplification by stimulated emission of

radiation (laser) 307
ArF 337
argon ion 310
ablation deposition (LAD) 442
beam drilling 176
cell 313
CO2 308
continuous wave (cw) 308
diode 321
discharge pumped 310
He–Ne 309
KrF 313
medium 307, 308, 310
mirror 308
pulse duration 312
resonator 308
quantum cascade 321
ultraviolet nitrogen 308
X-ray 308, 310

leak detection 514
lens 157, 159

aberration 158, 161
field 160
system 214

lethal dose 345
lifetime 3, 93, 98, 99, 112, 117, 119, 166,

168, 169, 237, 286, 314, 323, 326,
328, 338, 416, 422, 447, 449

tests 276
light amplification factor 140
light emission 114
light emission spectroscopy 221
light penetration depth 129
light sensitive converter target 143
light wavelength 130
light-ion generator

current enhancement 255
diocotron instability 255
injector gap 254
ion mode instability 255
virtual cathode 255

LINAC 28
linear accelerator 361, 390
linearity 1, 25, 39, 46, 143
Liouville theorem 371
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liquid effluent waste 205
liquid helium cryopump 492
liquid metal droplet 289
liquid metal ion source (LMIS) 243, 273

capillary type 274
needle type 274, 276
slit type 274
sources 237
propellant 273, 278

lithography 170
Littrow prism 311
local oscillator 54
local thermal equilibrium (LTE) 324
Lorentz force 372
low energy electron flood gun 241
low energy ion scattering (LEIS) 236, 441
low vacuum (LV) 485, 500, 505, 510, 517
low voltage circuit breakers 422
low-pressure discharge lamp 324
low-pressure mercury lamp, see also

fluorescent lamp 325
low-pressure neon lamp 328
low-pressure sodium lamp 328
low-resolution display 90
lumen sensitivity 129
luminance 93, 97, 98, 119
luminosity 366
luminosity lifetime 382

M
M cathode 431
M-carcinotron 54
magnet cryostat 399
magnetic bearing turbopump 497
magnetic deflection 90, 155

mass spectrometer 506
of electron beam 104
system 105, 132

magnetic electron lens 131
magnetic focusing 31, 146
magnetic lens 155, 158, 192, 216
magnetic-focus-lens electron gun 103
magnetically focused collector 42
magnetron 2, 24, 47, 55, 81

efficiency 58
injection gun 70
oscillator 59
pump 494

maser 62, 307

mask repair (MRP) 237
mass absorption 345
mass spectrometer helium leak detector

506, 515
matrix drive 89, 90
maximum amplification factor 140
maximum current amplification 134
Maxwell equations 7
mean time to failure (MTTF) 408, 427
mechanical lifetime 421, 424
medium energy ion scattering (MEIS) 236
medium vacuum (MV) 485, 505
medium voltage range 407, 409, 420, 426
melting 156, 171

point 178, 181, 435, 449, 475
temperature 412
zone 185

MEMS 277
mercury arc lamp 337
mercury diffusion pump 483
mercury-free metal halide lamp 333
metal halide lamp 329, 331
metal–insulator–metal–insulator–vacuum

(MIMIV) device 459
micro-hollow-cathode (MHC) discharge

342
microfabrication 277
MicroPirani gauge 499
micropropulsion 275, 277
microscope 156
microspacecraft 274
microthruster 274, 275
microwave ovens 81
microwave tube 1, 10, 24, 45, 62
microwelding 174
mixed matrix Scandate cathode 441
Mo-brightness 442
mode of propagation 1
modulating cavities 19
modulation transfer function (MTF) 98
modulations and energy extraction 13
MoirT effect 98
molecular flow 486
molecular radiator 331
monotron oscillation 16, 22
Monte Carlo simulations 247
MOSFET 249
multi-cell cavity 362
multi-line radiator 331
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multi-pulse drilling 176
multibeam high power klystrons (MBK) 3,

20
multicavity klystron 3
multicavity multigap design 50
multiplier channel 134, 136
multipoint explosive emission cathode 180
multistage collector 39

N
nanocrystallized polysilicon (NPS) 465
nanogetter 473
natural radiation dose 345
negative phase contrast 218
neutral propellant atoms 280
neutralizer 277, 280, 285
Newvicon target 144
Ni doped cathode 444
nominal thrust 286
non-contact e-beam testing 221
non-evaporable getter (NEG) pump 390,

391, 492
coating 393

non-thermal EB refinement 201
non-thermal materials refining 155
non-thermal processes for treating materials

189
normalized emittance 371
numerical aperture 192
numerical indicator experimental (NIXIE)

tube 86

O
O-ring 512
objective aperture 211, 216
objective lens 160, 174, 192, 206, 213
Omegatron 506
on-line elemental analysis 349
one beam klystron (OBK) 20
one-dimensional vacuum system 389
one-shot brazing technology 408
onset ion emission 275
optical lithography 238
optical proximity effect correcting structures

(OPC) 239
optical resonator 308
organic scintillator 137
Os/Ru-I cathode 443
oscillator 1, 3, 47

outgassing 487, 506, 515
rate 510, 511, 513

output power 58, 312
optimization 18

oxide cathode 2, 101, 167, 430, 439, 474,
477

alkaline earth oxide cathode 443
ThO2 cathode 446

oxygen free high conductivity (OFHC)
copper 510

P
parasitic lens 158
partial pressure 507
partial vacuum 483
particle

accelerator 355, 398
size analysis 349
source 364

peak current 417
penetrating light flux 128
penetration depth 212, 412
Penning gauge 502
permanent magnet 19, 55, 74, 402
permanent periodic magnet (PPM) 25, 42,

289, 291
perveance 5, 9, 20, 165, 168
PFE’s screen printable cold cathode 459
phase contrast 214
phase lag 52
phase space 369
phased array antenna 81
phased-array radar 77
phosphor 92, 98, 122

grain 108
photo cathode 128, 132, 139, 140, 148,

364, 469
photo emission 468
photo-effect with ionisation 346
photo-electron emission 467
photoconductive resistance target 143, 147
photoelectron 128

current 139
emission 128

picture 139
photomask repair (PMR) 238
photomultiplier 132, 153
photon emission 305
photon energy 130, 304, 305
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photon flux 384, 385
photosensitive target 143
physical vapor deposition (PVD) 155
Pierce electron gun 29
Pierce type electron gun 13, 19, 23
Pierce-cathode 168
Pirani gauge 499
pixel pitch 95, 96, 98, 117
Planck’s formula 303, 335
plane luminescent screen 139
plane photocathode 139
plasma discharge 165, 184
plasma display 112
plasma display panel (PDP) 85, 87, 95

grey scale 116
plasma frequency 17
plasma-activated CVD 438, 441
plasma-immersion ion implantation (PIII)

253
Plumbicon target 144
pocket dosimeter 152
Poisson equation 8
positive electron beam resist 192
positive ion bombardment 447
positron linear accelerator 399
post-accelerator gap

limiting voltage 257
multi-stage acceleration 256
virtual anode 257

pot depth 410, 411
pot diameter 410, 411
pot-shaped AMF contact 410, 411
potential depression 40
power 1

density distribution 172
supply 5, 98
transmission 81

practical work function distribution (PWFD)
431

pre-focusing lens 107
pressure 484

instability 386
profile 389
rise method 514

primary electron 344
primary electron energy 130
priming and data-write discharge 114
probe astigmatism 196
projected range 247

propellant 265, 278, 288, 297
for ion thrusters 265
gas flow 293
inlet scheme 283
ionization 280

efficiency 285
ions 280
mass 281

flow 284, 295
weight 294

proportional mode 150
proton induced γ -ray emission (PIGE) 234
proton induced X-ray emission (PIXE) 234
proton linear accelerator 399
proton microprobe 234
pulse wave tubes 1
pump 483, 487
pumping speed 386, 490, 495
purification of drinking water 205
Pyroelectric Vidicon 148
pyrolytic sandwich cathode 169

Q
quadrupole magnet 372, 373
quadrupole mass filter 506
quadrupole mass spectrometer (QMS) 236,

507
quantum counter 135
quantum detector 319
quantum efficiency 129, 130, 327
quasi-optical mode converter 71

R
radar 81
radar and ECM TWTs 47
radial current density 413
radial magnetic field (RMF) 409, 417, 419,

420
contact 412
system 410

radial output coupling 71
radiation damping 377, 379, 382
radiation emission 323
radiation length 381
radiation power 376
radiation sensitive vacuum electronic

components 128
radiation sensitive vacuum tube 127
radiation sensitivity 153
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radical-induced reactions 190
radioactive radiation 150
radiofrequency ionisation principle 266
radiofrequency ionisation thruster (RIT)

266, 289
radiography 349
radiometer 318
rapid prototyping 245
rare gas emission spectra 339
rare gas excimer light source 339
raster scan 89, 90
Rayleigh scattering 347
reactive evaporation 182
recirculator 313
reentrant cavity 13
reflection coefficient 5, 10, 99
relativistic equation of motion of a single

electron 6
reliability 1, 22, 49, 289
repetition rates 312
residual gas analyser (RGA) 394, 507
residual gas pressure 379
resist bonding 471
resistive layer 134
resolution 86, 88, 91, 117
resolving power 143
resonant absorption 305
response time 99
retarding-field tube 2
RF gun 365
RGB colour system 98
ribbon beam 248
Richardson work function 442
Richardson–Dushman equation 10
Richardson–Dushman–Schottky equation

10
Rieke diagram 5
RIT 10 testflight on EURECA 268
RIT for commercial applications 271
RIT for interplanetary missions 272
Robinson theorem 378
rotary pump 390
rotary vane pump 483, 488
rotating anode 165
Rutherford backscattering analysis (RBS)

232
Rutherford scattering 380

S
saturation current 152, 433
‘Sc’-I cathode 441
‘Sc’/Re-I cathode 442
scalar potential 7
scaling 92

laws 9
Scandate cathode 431, 441, 477
scanning beam 149
scanning electron microscope (SEM) 156,

169, 196, 206, 210, 218, 221, 222,
316, 317, 449

scanning process 147
scanning system 248
scanning transmission electron microscope

(STEM) 161, 216, 218
scanning tunnelling microscope 196
scattering absorption contrast 213
Schottky effect 435, 468
scintigrams 142
scintillation camera 141
scintillation counter 132, 137, 138, 153
scintillation crystal 137, 139, 141
screen oxides 252
second harmonic cavity 18
secondary electrons (SE) 206

current 130, 132
emission 127, 130, 132, 189, 237
energy spectrometry 221
multiplier 132
spectroscopy 221

secondary emission 128, 149, 466
coefficient 131, 132

secondary ion emission 237
secondary ion mass spectrometry (SIMS)

234
static 234

self-contained cryopump 492
semiconductor cold cathode 450
semiconductor device fabrication 249
sensitive entrance electrode 132
sensitivity 143
separate evaporation 183
sextupole magnet 372
signal amplification factor 153
signal-to-noise ratio 1, 133
silicon multidiode target 143–145
silicon tip avalanche cathode (STAC) 463
silicon-on-insulator (SOI) 250
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single contact gap 426
single crystal sensor 141
single junction diode target 143–145
single stage collector 28
single-stage rotary vane vacuum pump 489
slot angle 410, 411
slot number 410, 411
slotted cathode pump 494
small geostationary communication satellite

(SGEO) 297
small mission for advanced research in

technology (SMART) 286
small signal theory (Pierce) 34
Smith–Purcell effect 315
solder bonding 471
source/drain extension (SDE) 249
space charge 7, 10, 17, 18, 27, 29, 30, 134,

250, 433, 434, 442, 447, 467
density 8
field 469
limited current 11
limited emission 10

space materials analysis 276
space resolution 134
spacecraft charging 277
spacecraft contamination 273, 275
spatial conductivity distribution 144
spatial resolution 143
specific excimer light sources 340
specific impulse 266, 268, 271, 272, 278,

284, 288, 293, 297
specific outgassing 487
specific pumping speed 389
spectral sensitivity 133, 150
spectroscopy 155
spherical aberration 159, 214, 218
Spindt cathode 82
Spindt-type Mo cathode 123
spinning rotor gauge 501
spiral cathode 167
spiral contact 409
spontaneous emission 305
spot size 106
spotless arc deposition (SAD) 184
spotless arc process (SAP) 184
sputter ion pump 390, 391, 494
sputtering 234, 252
sputtering of atoms 237

anode 493

standing wave ratio (SWR) 5
Stanford Linear Accelerator Center (SLAC)

367
starvation effect 414
stationary plasma thruster (SPT) 279
stencils mask 197
step and flash imprint lithography (SFIL)

193
sterility assurance level (SAL) 203
stimulated emission 305, 308
Stirling cooler 319
streamer 341
strip cathode 167
stroboscopic imaging method 222
strong focusing 360, 372
sublimation pump 494
superconducting cavity 362, 402
superconducting magnet 361, 393
surface analysis 234
surface desorption rate 509
sweep signal 89
switching capability 409, 411, 426
synchro cyclotron 359
synchronism condition 53, 65
synchrotron 359

oscillations 360
radiation 348, 355, 376, 379, 395,

401–403
induced desorption 383
production 368
research 361, 368
source 356
spectrum 377

T
tandem accelerator 358
Taylor cone 237, 273
telecentric mode 160
television camera tube 143
television tube 439
temperature limited emission 10
tera-hertz (THz) 315

applications 319
photon 317
radiation 320

generation 320
spectroscopy 321

TESLA Test Facility (TTF) 369
thermal annealing 246
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thermal barrier coatings (TBC) 181
thermal conductivity, see also thermal

diffusivity 172, 173, 395, 396, 412
gauge, see also Pirani gauge 498

thermal diffusivity 173
thermal EB machining processes 171
thermal electron emission 431
thermal field emission cathode 192
thermal processing of solids 171
thermal processing of thin films 171
thermal surface treatment 155
thermally grown oxide (TGO) 181
thermionic cathode 26, 71, 155, 431, 441,

460
thermionic constant 432
thermionic electron source 447
thermionic emission 431
thermistor gauge 499
thermo-field emission cathode 453
thermo-field (T-F)/emission, see also

Schottky emission 453
thermocouple 499

gauge 499
thermography 318
thin film 492
thin tungsten filament 118
thin-film evaporation 490
Thomson effect 435
thoriated tungsten cathode 437
thoriated tungsten (Th–W) wire cathode

436
three-band colour radiator 331
three-dimensional analysis 236
thrust 267, 271, 273, 278

level 266, 268, 271, 288, 294
thruster with anode layer (TAL) 279
time-of-flight mass spectrometer 506
titanium sublimation pump (TSP) 390, 391
TOF–SIMS 236
top-layer (T-L) Scandate cathode 441
total efficiency 37, 42–44, 46
total gain 53
transfer curves 6
transfer of beam energy 4
transformer tap changers 424
transient recovery voltage (TRV) 414
transit angle 65
transparent photocathode 139
transverse emittance 370

transverse gun 181
traveling wave tube (TWT) 3, 24, 29, 45,

47, 49, 289, 493
applications 45
collector 28
communication 45
coupled cavity 3
efficiency 29, 44
helix 3
total efficiency 43

Triglycinsulfate (TGS) 148
triode 2, 22, 118, 145

compact 82
pump 494

tungsten (W) wire cathode 436
turbo-molecular pump system 408
turbomolecular pump, see also turbopump

390, 494, 495
TV klystron 22
TV tube 490
two aperture method 171
two-stage rotary vane vacuum pump 489
twystron 74

U
UBITRON 62
UHP lamp 331
UHV diode 475
UHV pump 492
ultra-fast photomultiplier 137, 138
ultrahigh vacuum (UHV) 485, 490, 494,

503, 507, 518
ultraviolet (UV) light 334

UVA 334
UVB 334
UVC 334

undoped cathode 443
undulator 64

magnet 368
universal beam spread 31
UV arc lamp 336
UV lithography 242
UV photon 326

V
vacuum based display (VFD) 85, 92, 118

waveform 121
vacuum chamber 473
vacuum circuit breakers 407, 409
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vacuum conductance 389
vacuum fluorescent display (VFD) 85, 87,

118
vacuum interrupter 407, 415, 421, 426,

493
design 417

vacuum microelectronic 82, 278
vacuum pressure 485, 497, 504, 519
vacuum pump 473, 483, 487, 517
vacuum tube 132, 143, 449
vacuum ultraviolet (VUV) 334
van de Graaff generator 358
vapour diffusion pump 490
vapour pressure 477, 491
variable shaped beam (VSB) 193
vector potential 7, 9
vectorial photoeffect 468
video bandwidth 91
videosignal 149

production 146
Vidicon 143

target 144
viscosity 476
visible photon 326
Vivitron 358
vulcanization of elastomers 202

W
W-I cathode 443
wafer 242, 244

contamination 252
handling system 248
heating 251

wall plug efficiency 312

wavelength dispersive spectrometry (WDS)
218

weak focusing principle 360
Wehnelt electrode 30
welding 155, 173

depth 174
process 156, 173
speed 174
system 166, 174

Wideröe condition 364
wiggler 64, 70, 78

magnet 368
Wolter telescopes 348
work function (Austrittsarbeit) 10, 101,

128, 259, 432, 433, 437, 455, 477

X
X-ray 343

diffractometer 346
dosimetry 345
FEL 317
filter 344
image amplifier 140
imaging 347, 349
lines 344
spectroscopy 209
tube 430, 451, 493, 517

Xe propellant gas 291
XHV pump 492

Z
Zeiss Crossbeam 243, 244
zero field thermionic emission 432
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